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The two most common elements in the Universe are hydrogen and stu-
pidity...

Harlan Ellison

Two things are infinite: the Universe and human stupidity; and I am not
sure about the Universe.

Albert Einstein
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Introduction

The space between stars is not empty. It is constituted of an extremely
dilute mixture of gas and dust: the interstellar medium (ISM).

The most abundant species in the ISM is hydrogen, forming 70% of mat-
ter by mass. It can be found mostly in its atomic form in diffuse clouds
and molecular form in dense clouds. Hydrogen is by far the most impor-
tant species in the Universe. It is the basic constituent of three of the four
molecules essential to life: water (H2O), methane (CH4), amine (NH2) and
carbon monoxide (CO).

The chain of chemical reactions that occur both in the gas phase and at
the gas-surface interface leads to the formation of interstellar molecules (i.e.,
formation of CO), even complex ones. This formation, however, requires the
presence of H2, necessary to initiate the entire active and complex interstellar
chemistry.

On the other hand, it is well known that molecular hydrogen does not form
in the gas phase due to the extreme physical conditions (low nH density, low
temperature) of the interstellar medium, but needs a catalyst to dissipate
its excess in energy. The formation of H2 occurs by the encounter of two
hydrogen atoms on the surface of interstellar dust grains.

The physico-chemical processes that lead to H2, HD or D2 formation can
also play a role in the formation and hydrogenation/deuteration of other more
complex organic molecules. So the grain surface chemistry coexists with the
gas phase chemistry and, in certain cases, seems to be more efficient or even
dominant. Thus, in order to understand the formation of molecular hydrogen
and of other molecules at the gas-surface interface, it is crucial to study
and understand the physico-chemical processes that rule this formation, in
particular the adsorption, sticking and mobility of atomic hydrogen, as well
as the formation and desorption of molecular hydrogen on the surface of
interstellar dust grains.

At the LERMA-LAMAp we are able to study these processes using the
experimental set-up FORMOLISM (FORmation of MOLecules in the Inter-
Stellar Medium) on surfaces. These surfaces can be either dry bare surfaces
made of carbonaceous (e.g., graphite) or siliceous (e.g., SiO) material or ice
covered surfaces. This work deals with amorphous solid water ice surfaces
similar to interstellar grains under conditions close to those existing in the
dense clouds of the ISM.
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2 LIST OF TABLES

This thesis is divided into 9 chapters grouped in 3 sections. In section I, I
will present the general characteristics of the ISM and the processes that lead
to H2 formation. Section II is the experimental section, including a detailed
description of FORMOLISM, the growth of the different types of solid water
ices and the temperature programmed desorption (TPD) technique. Section
III deals with the experiments and their interpretations I have achieved dur-
ing my three years of Ph.D. The three main topics are (1) the sticking of
molecular and atomic hydrogen, (2) the mobility of cold atomic hydrogen
and (3) the formation and de-excitation of molecular hydrogen.
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Chapter 1

The interstellar medium

1.1 Introduction

Our perception and comprehension of the space extending between the
stars of our Galaxy and other galaxies have been subject to radical changes
through the last 50 years. Around 1950, observations had shown the presence
of gas mainly composed of atomic hydrogen in addition to some atoms and
ions (Na, K, Ca+, Ti+, Fe, ...) (Flower, 2007). This space is not “empty” as
was to be thought. It is made of a mix of ions, atoms and molecules in the gas
phase (see molecules in table 1.2.1) and of microscopic dust grains. This space
is called the interstellar medium (ISM) and is composed of several regions of
very different physical conditions (temperature, density, ...). The presence
of dust grains have been emphasized by the light extinction phenomenon.
The dust grains in the dense molecular clouds prohibit the light emitted by
stars to reach us. Since the last 50 years, the construction of new ground
based and spatial telescopes, as well as the evolution of the technology of
receivers and detectors have allowed up to now the detection of more than
120 different molecules in the various phases of ISM and CSM (circumstellar
medium).

1.2 The composition of the interstellar

medium

The interstellar medium is mainly composed, by mass, of 70% of atomic
and molecular hydrogen, 28% of helium and ∼2% of heavy elements such
as O, C, N, Si and Fe the main constituents of dust that only represents
∼1% of the total mass (Lequeux, 2005). These elements are injected into
the ISM either by the winds of massive stars (red giants), or ejected by the
explosion of the external layer of a dying star (planetary nebulae) or by the
explosion of a supermassive star (supernovae). Multiple environments control
the ISM, dividing it schematically into five phases showing different physico-
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chemical properties, namely (1) the molecular medium, (2) the cold neutral
medium (diffuse atomic medium), (3) the warm neutral medium, (4) the
warm ionised medium and (5) the hot ionised medium (from Tielens (2005)).
The characteristics of these different phases are summarised in table 1.2.2.

The molecular ISM: The molecular gas is found in dense and confined
regions gravitationally bound. These “molecular” clouds mainly contain H2

and CO1. Molecular clouds may span several hundreds of parsecs in size and
reach masses of the order of 106 M� (in the case of giant molecular clouds).
It is in the center of such clouds that matter is condensing to form the dense
cores, the first step in the stellar formation cycle.

The cold neutral ISM: This phase is also known as the cold HI diffuse
clouds(∼100 K). It is found in regions which have a typical size of ∼10
parsecs and a density of ∼50 cm−3 and can be detected by observing the
neutral hydrogen emission lines (HI).

The warm neutral ISM: This phase is detected by observing the 21 cm
hydrogen emission line that corresponds to the transition between two hy-
perfine sublevels of the fundamental state of HI. This phase is lying in a large
part of the space surrounding the cold neutral clouds. It has a temperature
of around 8000 K and a density of ∼0.5 cm−3.

The warm ionised ISM: This phase contains diffuse ionised gas. It is
mainly observed in nebulae by looking at recombination lines like Hα. It has
a very low density (∼0.1 cm−3) and a temperature of the order of 8000 K.

The hot ionised ISM: Its existence was first suggested by Spitzer in 1956.
This very hot medium (between 105 K and 107 K) of extremely low density
(10−3 cm−3) is observed via the diffuse X-ray emissions and the absorption
of highly ionised oxygen (OVI, OVII, OVIII) lines visible in the UV. High
ionisations and very high temperatures are due to the strong winds associated
to supernovae explosions.

This schematic picture of the ISM does not exclude the fact that few
of them may simultaneously coexist in complex regions like star forming
regions, shocked regions, photon dominated regions (PDRs), Herbig-Haro
objects and disks...

1Molecular clouds are detected via several CO (and its isotopomers such as 13CO and
C18O) rotational transitions: J = 1− 0 at 2.6 mm, J = 2− 1 at 1.3 mm and J = 3− 2 at
0.87 mm.
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1.2 The composition of the interstellar medium 5
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6 The interstellar medium

Medium n ( cm−3) T (K) M (109 M�) Main tracers

Molecular 102 − 106 10 1.3 CO

Cold neutral 50 80 2.2 HI absorption

Warm neutral 0.5 8000 2.8 HI emission

Cold ionised 0.1 8000 1.0 HI, Hα

Hot ionised 10−3 106 – X, UV rays

Table 1.2.2: Physical properties of the different phases of the Galactic ISM
(Tielens, 2005).

1.3 Interstellar dust

Dust is present everywhere in the interstellar medium. It was first discov-
ered by William Herschel around 1784 as he noted its existence by observing
regions in the night sky deprived of stars. Gradually, various observations
showed that these dark regions of the interstellar medium are composed of
dust grains of microscopic sizes, varying from a few nanometers to ∼1 µm
(Williams & Herbst, 2002). The presence of dust is brought out by the ob-
servation of its different effects on starlight (Draine, 2003):

• Extinction or reddening: Dust grains absorb photons and diffuse them
in directions other than that of the line of sight. The absorption and diffusion,
put together, form what we call the visual “extinction” (AV ), and is closely
linked to the chemical composition, form, size of dust particles and to the
inverse of the wavelength (fig. 1.3.2). Since blue light is more strongly
diffused and then attenuated than red light in the optical wavelength regions,
interstellar extinction is often referred to as “reddening” (fig. 1.3.1).

• Absorption and emission bands: Interstellar dust appears to be opaque
and obscure in the visible, but absorbs and emits in the near and far infrared
as well as in the UV (fig. 1.3.2).

• Polarization: Light reaching us from reddened stars is often linearly
polarised. This polarisation may arise from differential extinction by non-
spherical dust grains partially aligned in the interstellar magnetic field.

• Depletion is a flaw in the abundance of certain chemical elements in the
gas phase revealing a condensation into the solid phase.

At first, dust was believed to be composed of metals, a hypothesis that
was ruled out afterward by observing that the abundance of metals was
highly insufficient. Observations of absorption and emission lines helped
distinguishing four different types of dust:

• Aromatic hydrocarbons: they consist of carbonaceous compounds that
present aromatic cycles and π bonds. They are detected via the depletion
of carbon, the aromatic emission bands (C-H and C-C modes linked to an
aromatic nuclei), the extinction in the UV range, and more particularly the
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1.3 Interstellar dust 7

Figure 1.3.1: The sky area of the globule Barnard 68, imaged in six different
wavebands, clockwise from the blue to the near-infrared spectral region. It
is evident that the obscuration caused by the cloud diminishes dramatically
with increasing wavelength. Since the outer regions of the cloud are less
dense than the inner ones, the apparent size of the cloud also decreases, as
more background stars shine through the outer parts. ESO PR photo 29b/99
(1999).
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8 The interstellar medium

Figure 1.3.2: Dust extinction curve and the contribution of the different
possible constituants of interstellar dust grains. PAHs: Polycyclic Aromatic
Hydrocarbons (size ranges 0.4–1.2 nm), VSGs: Very small (carbonaceous)
grains (1.2–15 nm) and BGs: Big (silicates) grains (15–110 nm). (Compiègne
et al., 2008)

extinction excess at 2175 Å indicating the presence of graphitic materials.
These compounds form small grains, the smallest being molecules of ∼ 10-
1000 carbon atoms, comprising aromatic cycles, called PAH (Polycyclic Aro-
matic Hydrocarbons).

• Hydrogenated amorphous carbon: It contains saturated and non-
saturated aliphatic chains, that can be bound to produce a solid macro-
molecular phase. It is characterized by the extinction bands attributed to
C-H bonds (IR absorption at 3.4µm) and by the depletion of carbon.

• Silicates and metallic oxides: They are essentially composed of Si,
O, Mg and Fe that appear by depletion. They are refractory materials of
mainly amorphous nature in the ISM. Crystalline grains are also present
in the circumstellar environments and in the ejecta of supernovae. They are
also detected via extinction bands, in particular that attributed to SiO. They
might present magnetic inclusions and have non-spherical shapes indicated
by their effects on the polarization of light in the visible and the IR ranges.

• Ices: They are present as mantles on the carbonaceous or silicate grains
described above in cold and dense regions of the ISM. They are composed
of molecular species that are condensed and/or form on the surface of the
grains (H2O, CO, CO2, CH4, CH3OH, NH3...). Several absorption bands in
the IR range characteristic of incorporated molecules certify their amorphous
nature, like for example the IR spectra of W33A observed by ISO-SWS
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1.3 Interstellar dust 9

Figure 1.3.3: ISOSWS spectrum of the deeply embedded massive YSO W
33A. Various absorption features due to silicate grain cores and icy mantles
are indicated. Regions which cannot be observed from the ground are shaded.
(from van Dishoeck et al., 2003)

(fig. 1.3.3, van Dishoeck et al. (2003)). The column densities derived from
these observations are shown in table 1.3.1. H2O is the most abundant
constituant of interstellar ices.

The interstellar grains have a life cycle linked to that of the stars. Bare
grains are formed in the atmospheres of evolved stars. We therefore detect
the different consituents in crystalline form (Molster et al., 1999), like olivine
and pyroxene (Mg- and Fe-rich silicates), and even diamond. These mate-
rials evolve during their stay in the ISM by different processes: photolysis,
sputtering, coagulation,. . . due to shockwaves (supernovae explosions or star
formation), collisions (turbulence), cosmic and UV rays. This results in the
predominance of the amorphous phase, with a distribution of grains sizes typ-
ically of 5 nm to 0.5µm (Draine, 2003) and where the biggest ones, formed
by aggregation, have a porous nature (Jones, 2001).

Grains play an important role in the dynamics of the ISM, by shading it
from stars light and heating it by photoelectric effect. They are also catalysts
for chemical reactions, especially that of H2, whose formation cannot be
explained without the presence of the grains.

In molecular clouds, the ice mantles are exposed to the surrounding gas,
composed of atoms and molecules (mainly H and H2). The grain surface is
therefore the birthplace of a heterogeneous chemistry, allowing the formation
of new species. Cosmic ray or UV irradiations can contribute to enrich and
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10 The interstellar medium

Table 1.3.1: Column densities of molecular ices detected in W33A (Gibb et
al., 2004). Emission features are present at 3.8195 µm (HI 166), 3.9075 µm
(HI 155), and 4.0523 µm (Brα).
a Calculated based on 3 µm feature.
References. (1) Gibb et al. (2000); (2) Brooke et al. (1999); (3) Dartois et
al. (1999); (4) Gerakines et al. (1999); (5) Boogert et al. (2000); (6) Whittet
et al. (2001); (7) Demyk et al. (1998); (8) Chiar et al. (1998); (9) Gibb et al.
(2004); (10) Palumbo et al. (1997); (11) Gibb & Whittet (2002); (12) Schutte
et al. (1999); (13) Boogert et al. (1996); (14) Willner et al. (1982).
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1.3 Interstellar dust 11

complexify this content by inducing additional chemical reactions. The new
molecular species are then released into the gas phase during the heating
of the ice mantle when stars are forming. The role of this heterogeneous
chemistry on the surface of dust grains is therefore primordial to explain the
chemical composition of the ISM.
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Chapter 2

Molecular hydrogen

2.1 Introduction

Other than being the chief constituent of cold interstellar clouds, molecu-
lar hydrogen is by far the most important species in the interstellar medium
since it is a key intermediary in the hydrogenation and formation of most
gas phase species. It is an important coolant of molecular gas that has been
heated to temperatures of a few hundred degrees or more by events such as
the passage of a shock wave or excited by the strong UV radiation of a nascent
star in photon dominated regions (PDRs). Even when partially dissociated,
at temperatures of the order of 1000 K, H2 may still dominate the cooling,
owing to the high intrinsic elemental abundance of hydrogen (Flower, 2007).

At temperatures ≤30 K, on the other hand, molecular hydrogen is con-
sidered to be mostly a heating agent of the medium by means of two pro-
cesses: photodissociation and formation. After the photodissociation of an
H2 molecule, the fragments will carry away some of the photon energy as a
kinetic energy, heating the gas. After (re)formation of an H2 molecule, the
newly formed species may be left in a rovibrationally excited state. It may
de-excite by losing a certain amount of its excess energy in the dust grain.
In both cases, collisional de-excitation can then heat the gas. If rovibra-
tionally excited H2 radiates in the IR, then it contributes to the cooling of
the medium.

2.2 Detection of H2

Molecular hydrogen is among the most difficult molecules to detect. Even
the lowest excited energy levels, those corresponding to molecular rotation,
are too far above the ground state (near infrared) to be easily populated (the
first v” = 0–J” = 0 level is lying at 60 cm−1 (Silvera, 1980)). In addition,
H2 consists of two identical hydrogen atoms and therefore lacks a permanent
electric dipole moment. A rotationally excited molecule must then radiate
through a so called forbidden quadrupole transition.

13
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14 Molecular hydrogen

Cold H2 at T≤30 K, maps the molecular clouds in galaxies but remains
difficult to observe, being detectable only by means of ultraviolet electronic
absorption lines in the Lyman and Werner (B1Σ+

u – C1Πu) bands from above
the earth’s atmosphere. Furthermore, a background continuum ultraviolet
source, such as a hot star, is necessary for such observations. As scattering
and absorption by dust are pronounced at short wavelengths (absorption of
95% of radiation), such observations are limited by the extinction along the
line of sight through the molecular cloud towards the star.

Molecular hydrogen was first detected in absorption in the UV part of the
spectrum, through the X1Σ+

g – B1Σ+
u (Lyman) or C1Πu (Werner) electronic

bands (transitions towards the other states need photons of energy >13.6
eV) by means of a sounding rocket (Carruthers, 1970). It has since been
observed at much higher spectral resolution by the Copernicus (Spitzer et
al., 1973) and the FUSE (Shull et al., 2000) satellites. H2 has also been
observed in the far infrared by the ISO satellite by detecting transitions
in the electronic ground state between different rovibrational excitations1,
and through atmospheric windows in the near infrared, the most intense are
mainly observed in the K-band [1-0 S(0, 1, 2 & 3), 1.957 to 2.223 µm]. Thus,
electronic and rovibrational transitions of H2 have all been observed in the
interstellar medium.

The collisions generated by the shock waves or the turbulence of
the medium can participate to the rovibrational excitation (and the de-
excitation) of hydrogen molecules.

2.3 Formation of H2

2.3.1 The H2 molecule

Hydrogen exists predominantly in its 1s ground state, and collisions be-
tween hydrogen atoms can proceed along either of the two potential energy
curves (fig. 2.2.1), in which the electronic spins are either parallel (triplet
state) or anti-parallel (singlet state). As the individual electronic orbital
angular momenta are zero, the resultant angular momentum l and its pro-
jection ml on the internuclear axis of the quasi-molecule are also zero; the
corresponding molecular states are denoted 3

∑
(repulsive state) and 1

∑
(attractive state).

2.3.2 Gas phase formation

After the recombination of two hydrogen atoms, the newly formed
molecule must lose energy in order to stabilize. In the gas phase, as long as
the density and temperature are high enough, this is possible by means of

1These quadrupole transitions have a very low probability and are therefore only ob-
servable due to the high abundance of H2 on the line of sight of observations.
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2.3 Formation of H2 15

Figure 2.2.1: Diagram of electronic and rovibrational exitation states of H2

(Roueff et al., 2000). Two transitions correspond to an electronic excitation
by UV towards the levels B and C are shown, as well as the de-excitation
channels from these levels via UV and IR emission to the ground level. Two
possible dissociation channels are also represented (dashed arrows)
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16 Molecular hydrogen

two processes:

Radiative association of two hydrogen atoms, via two different reac-
tions

H + e− → H− + hν (2.1)

H− + H→ H2 + e− (2.2)

(Field, 2000), and

H + H+ → H2
+ + hν (2.3)

H2
+ + H→ H2 + H+ (2.4)

(Stahler & Palla, 2004).
The formation of molecular hydrogen may have occured by these

reactions in the early Universe, before dust grains were formed.

Three-body collisions, via the formation reactions

H + H + H→ H2 + H (2.5)

H + H + H2 → 2H2 (2.6)

(Field, 2000), where the third body allows the evacuation of the excess energy.
However, three-body processes are very improbable at interstellar densities
since they need a density nH>108 cm−3 to be efficient (Palla et al., 1983).

2.3.3 Gas-grain reactions

The contribution of the different formation routes occurring in the gas
phase do not explain the observed abundances of molecular hydrogen in the
interstellar medium. An alternative and still the only efficient route for H2

formation in interstellar clouds is through gas-grain reactions (Hollenbach &
Salpeter, 1971). The interstellar dust grain acts as a catalyst, playing the
role of the third body in a three-body reaction:

H + H + grain→ H2 + grain+ 4.48 eV. (2.7)

Early estimates of the rate of H2 formation on the grain (Hollenbach &
Salpeter, 1971) suggested that most of hydrogen would be expected to be
in its molecular form in dense molecular clouds2.

The total formation rate of H2 per unit volume can be expressed as:

dnH2

dt

∣∣∣∣
form

= RfnH =
1

2
σvH ×R× nH s−1 (2.8)

2In dense quiescent clouds, nH is about 103 cm−3, The grain size is typically ∼ 0.1 µm
and Tgrain=Tgas=10 K.
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2.4 Processes leading to surface H2 formation 17

where σvH is the atom-grain collision frequency, typically 2 10−16 cm3s−1,
given by the product of the collision cross-section σ and the mean velocity
of hydrogen atoms vH . nH is the atom density in the medium and R is the
formation efficiency, often equal to

R = SR (2.9)

where S(T, TS) is the sticking probability of an atom with temperature T
colliding with the grain surface of temperature TS, and R the probability
that an atom encounters another one to form an H2 molecule3.

Observations allow us to obtain a constraint on the formation rate of
molecular hydrogen. In diffuse clouds, the very efficient photodissociation of
H2 imposes a formation rate Rf = 3 10−17 cm3s−1 (Jura, 1975), deducing
a formation efficiency R = 0.3. The same formation efficiency is found in
molecular clouds, where H2 is the most abundant and is photodissociated by
cosmic rays. This is imposed by the low density of H atoms.

2.4 Processes leading to surface H2 formation

The adsorption process: Adsorption is the process by which a gas
phase species becomes trapped on a surface. There are two kinds of ad-
sorption: physical adsorption or physisorption and chemical adsorption or
chemisorption. Physisorption is due to weak Van der Waals interactions be-
tween approaching gas phase species and the surface of the grain. It does not
have an effect neither on the electronic structure of the gas phase species nor
on that of the surface. In general, the well depths of physisorption sites are
in the range 0.01–0.2 eV at a distance of a few angstroms. Chemisorption on
the other hand is characterized by a strong interaction between the gas phase
species and the surface. This type of interactions includes chemical bonds
of the ionic or covalent variety, depending on the species involved. The well
depths of chemisorption sites are ∼1 eV (fig. 2.4.1).

In molecular clouds, where dust grains are covered with icy mantles, the
number of chemisorbed sites on the grain surface is very low. So, generally,
gas phase H atoms will be adsorbed only in physisorption sites in dense
molecular clouds.

The formation process: The formation of molecular hydrogen on the
surfaces of interstellar dust grains may occur via two main mechanisms. The
Eley-Rideal (ER), or“prompt”, and the Langmuir-Hinshelwood (LH), or“dif-
fusion”, modes of formation. In the former case, the collision of an H atom
from the gas phase with an atom which is already physisorbed to the grain
surface leads to the formation of H2 and its immediate release into the gas
phase. In the latter case, the second H atom migrates across the grain surface
until it encounters and reacts with another H atom, releasing the molecule.

3R is also noted as η (Tielens, 2005) or γ (Gould & Salpeter, 1963).
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18 Molecular hydrogen

Figure 2.4.1: The interaction between an adsorbate and a surface as a func-
tion of the distance to the surface. Two types of sites can be recognized:
physisorbed sites due to van der Waals interaction (binding energy, Ephys)
and chemisorbed sites involving shared electrons (binding energy, Echem).
The actual binding energies of a species, Ep and Ec, take the zero-point en-
ergy into account. The two types of sites are separated by a saddle point
with energy, Es (from Tielens (2005)).
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2.4 Processes leading to surface H2 formation 19

Sticking (Tgas, Surface)

Langmuir-Hinshelwood

( Density2, Diffusion, Ts)

Eley-Rideal

( Density, Flux)

Harris-Kasemo

Hot atom

( Density, Flux, Tgas, surface)

Desorption

( Ts, Density)

Formation ( 4.5 eV) Heating of grain kinetic energy Rotation-vibration

Formation

Energetic Balance 

?

Eads
d

Chemisorption

Physisorption

Figure 2.4.2: Different processes leading to H2 formation on the surface of
interstellar dust grains. Separated into three steps: the adsorption of the
atoms (sticking, chemisorption and physisorption), The formation reaction
(Eley-Rideal or diffusion) and the energy partitioning (local heating, kinetic
or rovibrational energy). The different parameters on which these processes
depend are also shown (Tgas, Tsurface, flux, density and surface morphology).
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20 Molecular hydrogen

The ER mechanism depends on both the density of adsorbed atoms and on
the flux and temperature of the gas, while the LH depends on the adsorption
energy of atoms as well as on the gas and surface temperatures.

Several teams have demonstrated by calculations (Sha et al., 2002; Moris-
set et al., 2005) and by interpretations of experimental results (G. Vi-
dali’s team - Syracuse) that, under the conditions of dark interstellar clouds
(Tgrain = 10–20 K), the LH mechanism is the most efficient route to H2

formation.
For a hydrogen atom to form H2 on a surface, first it should stick

on it then either encounters directly another H atom coming from the
gas phase (ER), or diffuses on the surface until it finds another H atom
already adsorbed on the surface and reacts with it (LH), or desorbs before
encountering any other atom. Figure 2.4.2 shows schematically the different
steps and processes leading to the formation of molecular hydrogen on
interstellar dust grains, with the addition of a third mechanism that will be
introduced later on.

The sticking process: The probability for an atom from the gas phase
to hit the surface of the grain and stick on it is defined by the sticking co-
efficient or sticking probability S. Several definitions exist for this quantity.
In this thesis the sticking coefficient is defined as the probability of an inci-
dent species to thermalise to the temperature of the surface (Govers et al.,
1980). This probability depends on several parameters such as the kinetic
energy of the incident atom, the surface temperature, its morphology and the
adsorption energy which is the binding energy of the atom on the surface.

The prompt desorption of atoms, that takes place spontaneously due
to the thermal activity, limits the residence time of atoms on the grains and
can prevent the surface from reaching a sufficient density of adsorbed atoms
to allow the formation reaction. This process depends, in general, on the
temperature and morphology of the surface and on the adsorption energy of
atoms.

The diffusion of atoms: This process enables the atoms to migrate on
the surface where they can encounter other adsorbed atoms and react with
them. They can also reach sites of greater adsorption energy which increases
their residence time on the grains. There are several types of diffusion:

1. The thermal hopping (LH) that we previously mentioned.

2. The Harris-Kasemo or “hot atom” mechanism: an atom with a high
kinetic temperature (few hundred degrees K) lands on the surface and
experiences several jumps losing a small amount of its energy within
each jump before it thermalises to the surface temperature. This mech-
anism depends on the kinetic temperature of the gas, the atom density
on the surface and the morphology of the surface.

3. The tunnelling or quantum diffusion that makes possible the passage of
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2.5 Previous studies 21

an atom from a physisorbed site to a chemisorbed one (diffusion length
∼60 Å and diffusion time ∼1.7 ps (Takahashi et al., 1999b)). This
diffusion does not depend neither on the kinetic temperature of the gas
nor on the surface temperature.

2.5 Previous studies

All the processes leading to the formation of molecular hydrogen on
the surface of dust grains are still not very clear and not well understood.
The nature of the grain (silicate, carbonaceous, ice,...), its structure (amor-
phous, porous or crystalline), its physico-chemical state (magnetism, neutral
or ionic,... ) and the conditions of the medium (gas and grain tempera-
tures, radiation) are parameters that we do not yet fully understand the
effects. Also a very important information but yet uncertain is the partition
of the binding energy of H2 (4.48 eV) following the reaction, between trans-
lational, vibrational and rotational modes of the molecule and excitation of
the phonon spectrum of the grain. Both experimental and theoretical works
are continuing in an attempt to elucidate these issues.

The publications of Gould & Salpeter (1963) then Hollenbach & Salpeter
(1971) are the founders of the theory of H2 formation via gas-grain reactions.
They placed the theoretical ground works on the subject by estimating the
formation rate by emphasizing the importance of the residence time of atoms
on the surface.

The publication by Pirronello et al. (1997b) presents an introduction on
the advances in this subject in the 80’s and the 90’s. It suggests the use
of an experimental set-up built by G. Vidali at the University of Syracuse
(USA) to study the efficiency of the formation reaction. They have used
an ultrahigh vacuum apparatus and two atomic beams, H and D, to study
the efficiency of the reaction by measuring the amount of HD formed at
surfaces in the range 6–30 K typical for the physisorption of hydrogen. They
have studied the formation efficiency on surfaces of astrophysical relevance:
silicates (Pirronello et al., 1997a,b), amorphous carbon (Pirronello et al.,
1999), water ice (Perets et al., 2005) and CO ice (Vidali et al., 2004). In
parallel, they have developed a model to fit their experimental data, thus
allowing them to extract the key parameters: adsorption energy, diffusion
barrier, re-capture of the formed molecules (Biham et al., 1998; Katz et al.,
1999).

The conclusions of these works depend on the considered surface, however
we can extract the following relevant information. H and D atoms stick by
physisorption on the cold surfaces (∼10 K). When the surface is heated,
desorption of HD is observed at a temperature depending on the nature of
the surface. They interpret their results by assuming that atoms are likely
immobile on the surface at 10 K and that it is necessary to heat the surface
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22 Molecular hydrogen

(as induced by the TPD process) to lead to their mobility and then activate
the formation right before the desorption takes place. Thus the mechanism
involved is that of Langmuir-Hinshelwood thermally activated, and efficient
in the grain temperature range 10–20 K.

In parallel, theoretical studies concerning the processes involved in the
formation were also developed. The sticking of atomic hydrogen on water ice
has been studied by Buch & Zhang (1991); Masuda et al. (1998) and most
recently by Al-Halabi et al. (2002), who showed that the sticking coefficient
on a surface at 10 K is almost unity for a gas temperature equal to 50 K
and decreases to become zero at temperatures higher than 500 K. Sticking
on graphite was also studied recently (Sha et al., 2005). The formation
mechanisms were also discussed theoretically. Takahashi et al. (1999b) used
Classical Molecular Dynamics (CMD) calculations to study the efficiency of
sticking, mobility and formation of H2 on amorphous ice. These calculations
also predicted that the newly formed molecules are in a rovibrationally
excited state (Takahashi et al., 1999a). Sha et al. (2002) demonstrated by
DFT4 calculations that the ER formation mechanism on graphite has an
important cross-section (6 to 10 Å2) but can only be the major formation
route in media where the gas is sufficiently hot (T > 1000 K) so that
the formation from physisorbed atoms via the LH mechanism becomes
improbable and requires that atoms have sufficient kinetic energy to become
chemisorbed. They also show that in this case, the molecules are formed in
an excited state (v ≈ 5− 8 and j ≈ 3− 8). Morisset et al. (2005) in another
theoretical approach found that the probability of forming H2 via LH by
physisorbed atoms on graphite is very high and that these molecules are
released in an excited states (typically v ≈ 6− 14 and j ≈ 6− 14).

Despite the fact that theoretical works on this subject are progressing, it
is of course necessary to continue the experimental investigations in order to
validate their results. Three other teams in the world are oriented towards
this kind of research. The S.D. Price team in London (University College
London, UK), the team of A. Luntz and A. Baurichter at the University of
South of Denmark (Syddansk Universitet, Odense) now led by L. Hornekær in
Aarhus (iNano group) who studied the recombination of hydrogen on graphite
by STM techniques (Hornekaer et al., 2006) and finally, our team led by Jean-
Louis Lemaire at the University of Cergy-Pontoise and the Observatoire de
Paris-Meudon. The principle of experiments is similar to that developed first
at Syracuse mainly using thermally programmed desorption (TPD). Some
teams use rovibrational laser excitation spectroscopy of the formed molecules
to measure the populations in each rovibrational quantum state, and some
preliminary results were obtained (Perry & Price, 2003; Creighan et al., 2006).
Other than these four groups, some teams also contribute in an indirect way

4Density Functional Theory, a part of the non-relativistic quantum theory
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2.5 Previous studies 23

to the experimental study of molecular hydrogen formation on surfaces. We
can cite the studies on hydrogenation as well as the UV photodissociation
of H2O (Yabushita et al., 2008a,c), PAHs (Joblin, 2004) and carbonaceous
chains (Mennella, 2008a,b) that can be a source of H2. Worth to mention
the Aarhus team (Denmark) for its recent results on the recombination of
hydrogen on graphite (Hornekaer et al., 2006) studied in situ by means of
STM (Scanning Tunnelling Microscopy).

Concerning the experimental studies conducted on water ices at very
low temperature, the different mechanisms ruling the formation on several
possible types of ices are still not well understood. In fact, the Danish
team (Hornekær et al., 2003) showed that the conclusions of the Syracuse
team on ice surfaces can be questioned. They have demonstrated that if
the desorption of molecules is thermally activated, the recombination of
two hydrogen atoms can certainly occur at 10 K. They also underlined the
major role that plays the morphology of the ice surface, whose porosity
favours the re-capture of the newly formed molecules, thus complicating the
processes that take place in a laboratory experiment. The disagreement on
the interpretations arises from the differences in the experimental conditions
used by each team. Beams fluxes and their temperatures, as well as
the exposure times sould be taken into account in order to compare the
experiments (Perets et al., 2005). We can also notice that water ice is a
complex surface and that the conditions in which it was prepared should
be better and more precisely defined in order to compare the results of
the different experiments. Figure 2.5.1, for example, show the differences
between the desorption profiles of molecular hydrogen on surfaces that are
in principle similar.

The present work is an additional and new contribution to the study
of the interaction and formation of molecular hydrogen on amorphous water
ice surfaces under astrophysically relevant conditions.

Several experiments have been conducted on this subject by means of an
apparatus constituted of the totality of diagnostics that can be found on the
experimental set-ups used by the international teams previously mentioned.
The surfaces used in this study are porous and non-porous amorphous water
ices that can be found covering the dust grains in the dense molecular clouds
of the interstellar medium. The choice of this type of surfaces was motivated
by the uncertainty that persists in the interpretations of the experimental
studies of the other teams. These surfaces are relatively easy to produce
in the laboratory in a chamber under ultra-high vacuum conditions and are
very easily reproducible. And most importantly, some properties can be con-
trolled and varied, such as the thickness and the porosity of the ice leading to
various binding energies that are of primordial importance for the formation
of molecular hydrogen on the grains.

This thesis work gives additional and important information on the pro-
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24 Molecular hydrogen
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Figure 2.5.1: Different results of similar experiments of HD formation on
water ice surfaces. Manicò et al. (2001): 1200 layers of water formed at 10 K
and exposed to 18 min of H and D; Roser et al. (2002): 1200 layers of water
10 K and exposed to 4 min of H and D; Hornekær et al. (2003): 2000 layers
of water deposited at 10 K and exposed to 10 min of H and D. These results
were obtained for similar heating ramps.
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2.5 Previous studies 25

cesses that lead to the formation of molecular hydrogen on icy dust grains.
As a first part, our experimental set-up FORMOLISM is presented in de-
tail, along with the analysis methods that we used during this thesis and the
growth of the different water ice substrates. In the second part I will give a
detailed description of the experiments I have conducted on the sticking of
atomic and molecular hydrogen, the mobility of atomic hydrogen and finally
the formation of molecular hydrogen on amorphous water ices under dense
clouds conditions. I will emphasize the importance of the morphology of this
ice which can explain the de-excitation of the newly formed H2 molecule and
the partitioning of the energy released upon its formation.
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Chapter 3

The FORMOLISM set-up

FORMOLISM (FORmation of MOLecules in the ISM) is an instrument
specially built to study reactions and interactions of different types of atoms
and molecules with surfaces under conditions relevant to astrophysics (very
low temperature (∼8 K) and very low atomic and molecular densities). It is
composed of an ultra-high vacuum (UHV) stainless steel chamber schemati-
cally drawn in figure 3.0.1 and a copper sample holder that can be controlled
in temperature in the range 8 K - 800 K. Two beam lines attached to the
chamber and directed towards the sample holder are used to introduce the
atomic or molecular gases. The interacting and desorbing species in the
chamber are detected via a quadrupole mass spectrometer (QMS) or a time-
of-flight (TOF) mass spectrometer coupled to a UV excitation laser beam.

3.1 The UHV main chamber

The background pressure in the chamber is around 10−10 mbar corre-
sponding to a mean density of 106 cm−3, composed mainly of molecular
hydrogen at 300 K. Even if it is the best value that can be reached in the
laboratory, this density is still higher than that found in dense cores estimated
to be 104 cm−3 (Williams & Herbst (2002)).

The UHV chamber is a non-magnetic stainless steel cylinder of 120 cm in
height with a diameter of 30 cm (MECA2000). The base pressure is obtained
via a molecular turbo pump 1000 l s−1, a titanium sublimation pump and
an ionic pump (for more efficient pumping in the 10−10 mbar range). The
UHV is maintained to keep the surface clean and prohibit residual water
molecules that are in the chamber to be adsorbed on it (at a base pressure
of 1 10−10 mbar it takes ∼ 5000 minutes to grow 1 ML of water).

The quality of the vacuum is always affected by the desorption of the pre-
viously and successively adsorbed species. This desorption is compensated by
pumping and both determine the limiting value of the vacuum. This source
of pollution is expressed by what is called the“baking”desorption rate, which
is of the order of 5.0 10−10 mbar l s−1 cm−2 before baking (Baouche, 2004).

27
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28 The FORMOLISM set-up
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3.2 Sample holder and cryogenic system 29

Baking consists on heating at quite a high temperature (usually around 100◦)
the UHV chamber to temporarily increase the baking desorption rate of the
inside wall of the chamber in order to remove a large amount of the adsorbed
species after each opening of the experimental set-up. When cooling down
back to room temperature, the desorption rate is reduced and the base pres-
sure is then lowered. Before the baking operation, the minimum pressure
obtained with turbo molecular pump in the chamber is ∼2 10−9 mbar. A
usual procedure is to heat the chamber for 5 days to a maximum temperature
of 100◦C. In any case the mechanical parts of the cryostat cannot be higher
than 80◦C. An automat, driving sectorised heating wires under the control of
thermocouples, allows the regulation and the control of the heating rate for
the most fragile parts (windows, bellows,...). Before the heating phase, we
cover the apparatus with isolating aluminium foil and progressively increase
the temperature until we reach 100◦C and maintain it for three days. When
we stop the heating, the temperature decreases gradually to stabilize at room
temperature (∼20◦C) and the base pressure is then lower than ∼10−10 mbar.
The automat is controlled via a homemade Labview designed software. The
whole baking procedure takes about 7 days. Figure 3.1.1 shows the species
present in the UHV chamber before and after baking and recorded with the
QMS. One can see that nitrogen almost completely disappear and that the
water partial pressure is reduced by a factor of 100.

3.2 Sample holder and cryogenic system

3.2.1 The cryostat

The sample holder is mounted on a 800 K interface, mounted itself on the
second stage of a cryo-cooler (fig. 3.2.1). The cryostat is a Arscryo DE204
model that works on He gas circulation, coupled to a APD:HC-4 compressor.
The cryostat enables to reach a primary temperature of 4.2 K. The thermal
transfer is caused by the compression and relaxation cycle of a piston follow-
ing the Gifford-McMahon scheme, allowing to attain a typical cooling power
of 0.4 W at 10 K. The cryostat includes two stages (fig. 3.2.1). The 800 K
interface, situated between stage 2 and the sample holder, contains a ruby
crystal acting as a thermal switch. It allows the sample holder to be heated
up to 800 K.

The sample holder is a OFHC (Oxygen-Free High Conductivity) polished
copper cylinder (now it is gold plated for the purpose of IR spectroscopy)
screwed on the 800 K interface. A very thin disc of silver foil insures a
good thermal conductivity between these two elements. A thermal shield
attached to the base of the cryostat (stage 1) isolates the upper stages from
the thermal radiations of the environment. It is composed of a nickel-coated
copper cylinder and a homemade cover as shown in figure 3.2.1. The internal
part of the cover is made of copper and the external one is made of stainless
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30 The FORMOLISM set-up
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Figure 3.1.1: Residual gases in the UHV chamber before (gray) and after
(blue) baking. Some species disappear as well as their fractions that are
formed by cracking in the head of the QMS. The main peaks are those
of hydrogen (M=1, 2), H2O and OH (M=18,17), nitrogen (M=14), oxygen
(M=32,16) and carbon dioxide (M=44,28).
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Details of the cold head:
A. Sample holder

B. 800 K interface

C. Cover/contre electrode

Place of the thermocaptors:
1. Thermocouple (TC) AuFe/Cr
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4. Thermocouple type K
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Figure 3.2.1: Scheme of the cryostat and details of the cold head.
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3.2 Sample holder and cryogenic system 31
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Figure 3.2.2: Time-Of-Flight (TOF) mass spectrometer. The head of the
cryostat acts as a counter-electrode related (connected or bound) to the mass.
The voltages are indicative and are adjusted to improve the signal intensity
and the mass dispersion (scattering).

steel decoupled by ceramic pieces from the main body (see fig. 3.2.1). This
cover also plays the role of a counter-electrode to the Time-Of-Flight (TOF)
mass spectrometer (cf. fig. 3.2.2).

Despite the fact that the temperature at the bottom of the second stage
is 4.2 K, the final temperature of the sample holder is never lower than 8 K
due to the successive losses due to the 800 K interface, the thermal shield
extension and particularly to the necessity to have an open geometry that
exposes the surface of the sample holder to IR radiations inside the UHV
chamber.

The whole set is mounted on a translation stage that allows us to move
back and forth the sample holder with respect to the centre of the chamber
in order to allow a better positioning of the QMS, of the capillary water
vaporiser or of the laser beam.

3.2.2 Temperature measurement and control

Three different types of sensors measure the temperatures on the cryo-
stat assembly: a KP-type thermocouple (Au 0.07%–Fe/Chromel), a K-type
thermocouple (Nickel–Chromium/Nickel–Aluminium) and a silicone diode
(DT 470) (fig. 3.2.1). A heating resistance is attached to the 800 K inter-
face. The three sensors and the resistance are connected to a Lakeshore

te
l-0

04
38

53
4,

 v
er

si
on

 1
 - 

3 
D

ec
 2

00
9



32 The FORMOLISM set-up

340 temperature controller in order to regulate the temperature of the sam-
ple holder. Calibrations of the sensors are done by measuring the Ar and
N2 sublimation temperatures (Schlichting & Menzel, 1993). The controller
used allows the tuning of the temperature of the sample holder thanks to
a Proportional-Integral-Derivative (PID) servomechanism that controls the
power of the heating resistance and that will be described in detail in a fol-
lowing section. A homemade Labview program drives the Lakeshore 340 via
a computer interface.

This program allows the following procedures:
- control the PID parameters depending on the temperature range of the

sample holder,
- control and regulate the heating ramps to obtain a linear heating ramp,
- monitor and record the temperature measured by the sensors during the

whole time of the experiments,
- adjust the heating power settings in order to get a linear increase of T

on large temperature ranges, if required.

3.3 Water ice formation on the sample holder

Various ice substrates are obtained by condensation of water vapour on
the sample holder. Depending on the kind of ice we would like to grow, two
different methods are used: either slow deposition by background pressure or
fast deposition (see Chapter 4 section 2 for more details). For the latter case,
a specific device is part of FORMOLISM for this purpose: a water vapour
diffuser or vaporiser.

3.3.1 Water vapour diffuser

Purified liquid water is contained in a stainless steel or a glass bottle of
∼100 cm−3. The purification of 100 cm−3 of demineralised water consists
in three solidifiction-fusion cycles in order to remove all the impurities by
pumping them out of the bottle. The water bottle is connected to a 100 l.s−1

turbo pump and a pressure gauge. The bottle delivers the saturating water
vapour pressure of about 20 mbar which feeds the UHV chamber via a Varian
low rate leak valve1. Water is diffused into the chamber via a micro-capillary
array at the end of a 30 cm and 4 mm ID stainless steel tube. This allows a
homogeneous diffusion of water vapour into the chamber. The valve-diffuser
system is mounted on a translation stage allowing several vertical positions.
When the QMS or the TOF mass spectrometer are operating, the diffuser
is placed in a high position so that it does not perturb their electric fields.
It can also be placed directly in front of the surface. Both high and low

1A precisely adjustable piston made of an optically flat sapphire closing a captured
metal gasket. It allows leak rates down to 10−10 Torr.
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3.3 Water ice formation on the sample holder 33

positions can be used to deposit water vapour on the surface to grow the ice
films.

3.3.2 Growth of the ice

The properties of the ice grown from the gas phase will be discussed in
detail in a following chapter. These properties depend on the incident angle
of molecules, the surface temperature during deposition and other changes
in temperature that the ice might be subject to after deposition. We can
grow the ice in two different deposition modes: the background deposition
mode (high position) where the diffuser is far from the surface and the direct
deposition mode (low position) where the diffuser is facing the surface.

In the background deposition mode, water vapour fills the entire vol-
ume of the UHV chamber before reaching the surface. Thus the pressure in
the chamber increases and the distribution of the incidence angles of water
molecules meeting the surface is fully isotropic.

The deposited quantity of water is calculated by measuring the base filling
pressure signal during the entire deposition time. This method is applicable
for all species that have a residual partial pressure in the chamber, in par-
ticular to evaluate the quantities of exposed H2. The flux, or condensation
rate, can be calculated readily from the kinetic theory of gases. Following
the reasoning of Hertz, Knudsend and Langmuir, this flux is determined by
the number of molecules in the gas-phase which collide per unit time with
the surface (of unit area):

f = 1
4
v̄n

where n is the density of molecules (per unit volume) and v̄ =
√

8kT/πm
is the average velocity of the considered gas-phase species. The density n of
molecules can be replaced by the pressure using the Clapeyron-Mendeleev
equation:

n = P
kBT

By substitution, we obtain

f = P√
2πmkBT

known as the Hertz-Knudsen equation (L’vov, 2007).
A computer program calculates the molecular flux from the pressure gauge

signal and applying a correction factor to take into account the detection
efficiency for the specific species considered. It integrates in fact the number
of molecules that hit the sample holder from the beginning of exposure and
thus allows the surface density measurement. Surface densities are expressed
in monolayers (ML). One monolayer corresponds to a complete atomic layer
and is usually defined as 1 ML =10 15 molecules.cm−2.
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34 The FORMOLISM set-up

The sticking probability of water molecules at low temperatures (10–
120 K) is close to unity (Tielens, 2005). So in order to grow 1 ML of wa-
ter on the surface, we should set the H2O partial pressure in the chamber
to ∼1.0 10−8 mbar for about 5 minutes. Taking into account that water
molecules are adsorbed on the walls of the UHV chamber, thus deteriorat-
ing the vacuum limit, only small amounts of water can be deposited on the
surface using the background deposition.

The direct deposition mode is used to deposit large amounts of water
molecules on the surface of the sample holder. This mode consists on po-
sitioning the capillary vaporiser 20 mm in front of the surface. The micro-
capillary array has a surface of 1 cm in diameter and is composed of hundreds
of water vapour sources each of them delivering the gas with an angular aper-
ture of 45◦. Between the micro-capillary array and the sample holder, the
local pressure during the growth of water is estimated to 10−6 mbar while the
residual pressure in the chamber stays around 10−9 mbar. This means that
the distance travelled by molecules is very short compared to the mean free
path (∼1 m at 10−6 mbar). As a consequence, the contribution of water to
the pressure in the chamber is limited because most water molecules that are
diffused by the micro-capillary system hit the surface of the sample holder
or the cryoshield.

The advantage of the direct deposition mode is the growth of several ice
monolayers in a couple of minutes. By comparing the water TPDs of the
two deposition modes, we have estimated that by direct deposition we grow
∼0.33 ML per second while the pressure in the chamber is maintained at
2.10−9 mbar.

3.4 Quadrupole Mass Spectrometer (QMS)

The QMS is manufactured by Hiden company, model 51/3F (mass range
1 to 50, triple filter). It measures the amount of gas species present in the
UHV chamber with its ionizing head, selecting specific masses or scanning a
given mass range by adjusting the radio frequency collection field as described
below in more details.

3.4.1 Working principle

Figure 3.4.2 shows how a QMS works. The QMS is composed of an
ionisation head, an ion travel zone delimited by four electrodes and an ion
detector. The species are ionised by the electrons emitted by a filament and
then accelerated towards the travel zone where they are filtered and selected
by mass. The mass filtering is obtained by applying a DC and an AC radio
frequency voltages on a set of four electrodes. Only ions with a given Z/m
are selected and guided by resonance with the oscillating voltage to the ion
detector. The other ions are expelled from the travel zone and are neutralised
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3.4 Quadrupole Mass Spectrometer (QMS) 35

Voltage :

v = VDC+VRFcos(ωt) 
Source

Nonresonant ion   

Resonant ion

Detector

Figure 3.4.1: Working principle of the mass filter in the quadrupole mass
spectrometer.(Tissue, 2000)

on the four electrodes. In fact, our model contains a triple filtering system
to increase the resolution. The ion detector is a channeltron that, with a
maximum voltage of 3000 V, creates secondary electronic avalanches after
the impact of an ion. Partial pressures are detected up to 10−14 Torr. This
kind of detector has to work with pressures lower than 10−6 Torr. The
output current of the channeltron is then converted into a digital signal led
to a discriminator and a counter and the signal is then expressed in counts
per second (cps).

The main characteristics of the QMS:
- Measurement range from 1 to 50 uma (a 1 to 300 uma is also available

in our laboratory).
- Resolution for two adjacent peaks of the same intensity, intermediate

minimum of 0.5%.
- Dynamic of 107 cps. Allows to measure partial pressures up to some

10−15 mbar.
- Electron ionising energy of 10 eV to 200 eV, adjustable via software.
- Measurement frequency is about 4 Hz.

3.4.2 Integration and use of the QMS

The QMS is used for three purposes: (1) to analyse the residual gas in the
UHV chamber, (2) to characterize the dissociation in atomic and molecular
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36 The FORMOLISM set-up

Sample holder

Filament

e-

Ionization 

zone

Trajectory of molecules

QMSCryostat

Figure 3.4.2: QMS in low position facing the surface to detect species desorb-
ing from the surface of the sample holder. The diagram on the right shows
the different parts of the photograph. A portion of the surface of the sample
is visible behind the QMS. The exit hole of the QMS is on the right, the en-
trance hole is seen by reflexion on the polished copper surface of the thermal
shield. The long white parts are ceramic tubes surrounding the wires that
release the acceleration and ionization voltages.

beams and (3) to measure the desorption rate of species that were adsorbed
on the surface. The QMS can be translated vertically and rotated. In its
high position it serves to analyse the gases present in the chamber and in its
low position, it can either face one of the beams in order to characterize it
and its dissociation rate or face the surface to measure the desorption rate
(cf fig. 3.4.2).

The QMS is installed directly in the UHV chamber and without differ-
ential pumping. The ionising filament in the head stays turned on during
the time of the experiments to avoid consecutive degassing when switching
it on. An outgassing procedure during which the filament is strongly heated
allows to considerably limit the impact of this source of pollution.

The ionisation head is a partially open volume, only accessible by an
inflow and an outflow diaphragms (fig. 3.4.2). Until September 2008, the
entrance hole external diameter is 5.5 mm and the internal diameter is 1.5 mm
with an angle of ±13◦ and the exit hole external diameter is 9.7 mm and the
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3.5 Cold atomic and molecular beams 37

internal diameter is 6.0 mm with an aperture of ±12◦. Since February 2009,
the entrance characteristics are similar to the exit ones. When the QMS is
facing one of the beam lines, it collects now the entire beam (3.3 mm in
diameter). It is then used to measure the flux and the dissociation rate.
When facing the surface, at a distance of 2-3 mm, it collects directly the
molecules that desorb from a ∼75 mm2 surface, about ten times bigger than
the surface initially exposed to the beam. The new head configuration allows
a better evacuation of the gas, avoiding any confinement that can increase
the residual pressure in the head of the QMS. In any case, the contribution
of the residual gas of the chamber in the measured signal has to be taken
into consideration. In practice, the correction applied to H2 signal is constant
since the presence of this gas is due to permanent desorption from the walls
of the UHV chamber. The other hydrogen sources are transient, either those
resulting from translation motions in the chamber (surface, QMS, ...) or from
valve openings, or those that are of interest to us such as desorptions from
the surface. Signals, in general, have a very short lifetime, typically some
100 ms, thanks to the high pumping capacity in the chamber2.

The electronic system of the digitalized signal of the QMS is controlled
by a software provided by Hiden. It allows to record sequentially several
masses or to record a defined mass only or to scan a selected continuous
range. Setting and dwelling times may be adjusted by software. The shortest
time between measurements is about 100 ms. The simultaneous recording
of an external signal on the auxiliary entry is also possible. This option is
used to monitor the temperature of the surface measured by the Lakeshore
controller during TPD experiments. This software is used in “profile” mode
to scan continuously a given mass range, analysing the residual gas in the
chamber as shown in figure 3.1.1.

3.5 Cold atomic and molecular beams

Two atomic beam lines were developed for FORMOLISM, adapting the
device described in Walraven & Silvera (1982). They allow to expose the
surface to two different species simultaneously (e.g. D/D2 and O/O2). Each
beam line is composed of three stages of differentially pumped chambers
separated by diaphragms. In the first stage of each beam line there is a
dissociation system that will be described in the following subsection. The
beams can be molecular (dissociation turned off) or a mix of atoms and
molecules (dissociation turned on), because the dissociation rate is never

2A rough calculation is proposed here: the surface of the turbo pump represents typ-
ically 1/100th of the chamber’s surface. Molecules are evacuated after a trajectory equal
to 100×the size of the chamber, ∼100 m, which is done in 50 ms for a hydrogen molecule.
This time is in fact a bit longer because the pump is not ideal.
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38 The FORMOLISM set-up

100%3. In both beam lines, atoms and molecules can be cooled down to
∼25 K by passing through an aluminium nozzle screwed to the end of a
cryostat.

3.5.1 Microwave plasma dissociation

The atoms (H, D and O) are obtained by dissociating the correspond-
ing molecular beams. For that, we use a Surfatron provided by SAIREM
(fig.3.5.1). The two components are an adjustable microwave cavity and a
microwave power supply delivering 300 W at 2.45 GHz. The microwave cav-
ity is traversed by a quartz tube (ID 4 mm) through which the molecular
beam passes at a pressure ranging from 0.3 to 3 mbar. The impedance adap-
tation of the microwave cavity is done by two elements: the coupler and the
plunger. This adaptation is tuned so that the power reflected by the Sur-
fatron towards the microwave generator stays at the minimum. Microwaves
transfer energy to the gas by exciting and ionising the species. They cre-
ate a plasma in which electrons are accelerated. The dissociative electronic
excitation of H2, D2 or O2 produce atoms in the discharge zone. At the
pressures used, the large number of collisions, especially on the walls of the
tube, favours the recombination of molecules after being dissociated. To limit
this spontaneous reformation, the quartz tube is air-cooled and the metallic
parts are water-cooled. The gas is then directed into a Teflon tube through
an aluminium nozzle (1st beam line) or directly from the quartz tube (2nd
beam line) (see fig.3.5.1).

The dissociation rates that we obtain are generally between 50 and 80%
for D2 and 50–70% for H2. The measurement of the dissociation rate is
made by comparing the signals of the molecules measured with the QMS
when the discharge is turned on and off. This method assumes implicitly
that the amount of gas passing through the beam line is not modified when
the discharge is turned on and off. This hypothesis can be justified by the
two following facts: i) before and after the discharge, the pressure ratio that
determines the gas outflow is conserved, ii) the gas exiting the discharge is
cooled by collision before its expansion into the first chamber.

3.5.2 Triply differential pumping system

The principle of the beam lines is to select among the different species
exiting the tube the ones that have a trajectory enabling them to reach
the surface (very small solid angle ∼8 10−6str). For this, the beam passes
through three aligned diaphragms (see fig. 3.0.1, 3.5.1 and tab. 3.5.1). Each
diaphragm (see diameters in tab. 3.5.1 ) leads to a separately pumped cham-
ber, the last leading to the UHV chamber. The pressure, therefore, decreases

3It is due to the fact that recombination occurs on the tubing or on the successive
diaphragms.
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3.5 Cold atomic and molecular beams 39

Parameters Tube Chamber Chamber Chamber UHV
1 2 3 chamber

Pressure (mbar) 1 10−4 10−6 10−8 10−10

Mean free
10−5 10−1 1 102 104

patha(m)
Travelled 451

2
331

48 25
distance (cm) 102 402

Internal exit hole
4 2.5 2.5 2.5

3.3× 5.41,b

diameter (mm) 3.3× 4.02,b

Pumping ∅ 500 100 100 1000
speed (l.s−1)

aMean free path for a collision cross section of 1 Å2 and a temperature of 300 K.
bVertical and horizontal axes of the elliptic intersection of the beam with the surface.

Table 3.5.1: Characteristics of the differential pumping. Indexes 1 and 2 refer
to beam 1 and 2 respectively. Incidence angles are respectively 62◦and 43◦for
beam 1 and 2. The grazing angles are shown on fig. 3.0.1.

gradually from ∼1 mbar in the tube to 10−10 mbar in the main chamber. The
characteristics of the three chambers (stages) of each beam line are given in
table 3.5.1.

The beam exiting the tube into the first chamber is effusive according to
the Knudsen criteria Kn = λ

D
, where λ is the mean free path, D the diameter

of the aperture. At this stage, the pressure in the tube is slightly higher
than that in the first chamber (10−4 mbar). λ is therefore of the order of
some centimetres, while D = 4 mm. Which means that we work in a regime
where Kn≥1, an effusive regime. The temperature of the gas in the beam is
therefore close to that of the tube.

When using the beam, an inevitable diffusion exists out of the third cham-
ber into the UHV chamber through the last diaphragm. A negligible rise in
pressure in the main chamber is then observed and is about 2 10−11 mbar.

The diagrams in fig. 3.5.1 show the difference between the two beam lines.
The absence of the elbow in the second beam line enables to widely reduce
the recombination of atoms when the discharge is turned on. This allows
us to work with slightly higher pressures and to obtain a better flux. On
the other hand, the straight-line geometry enables the light emitted by the
plasma to irradiate the surface, which is avoided in the first beam line.

In addition, a rotatable flag is placed in the main chamber just after
the d3 diaphragm (fig. 3.0.1). This flag is used to avoid a direct irradiation
of the sample by either of the beams but having in the main chamber the
corresponding background pressure.
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40 The FORMOLISM set-up
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3.5 Cold atomic and molecular beams 41

3.5.3 Flux calibration of the beams

The fluxes of the molecular beams are estimated to be 1012 cm−2.s−1

for the first beam line and 1013 cm−2.s−1 for the second beam line, with an
error of ∼30%. The flux is measured using two methods, either a direct one
or by comparing direct beam measurement to measurement where the gas is
introduced into the chamber by residual pressure (background). The residual
pressure is easily measured using the pressure gauge of the UHV chamber or
the QMS and it corresponds to a flux of molecules, the gas being at room
temperature inside the chamber.

The first method consists on measuring the signal with the QMS facing
the beam. This signal is then compared to that obtained when the gas is
introduced into the chamber by background when the above mentioned flag
stops the beam.

The second method is less direct. It uses the adsorption/desorption pro-
cesses on the surface. When the beam reaches the cold surface of the sample
holder, molecules can be adsorbed. It is then possible to detect the amount
of adsorbed molecules with the QMS by heating the surface to activate their
desorption. An example with O2 is shown on figure 3.5.2. The comparison
of the amount of adsorbed molecules after direct beam deposition to that
measured after background deposition enables us to find the pressure of the
beam on the surface and therefore to find the flux.

Those two methods are complementary. The second one presents the
advantage of measuring the effective flux on the surface. The error of 30%
previously mentioned reflects the disagreement between the two methods.

3.5.4 Cooling system of the first beam

Figure 3.5.1 shows the cryogenic system in the first chamber of the first
beam line. It is constituted of an Arscryo DE202 cryostat that can reach
10 K. An aluminium nozzle is attached at the end of the cryostat, in which
molecules pass and cool down by hitting its walls. The aluminium combines
the advantages of a good thermal conductivity and a low recombination rate
of hydrogen on its surface due to the presence of an external layer of Al2O3

that gives the surface properties similar to Pyrex (Toennies et al., 1979)
(Koch & Steffens, 1999). The minimum temperature that can be reached is
∼23 K. It can be controlled in the range 23 − 350 K via a Lakeshore 332
temperature controller and read with a silicone diode (DT 470) attached to
the nozzle.

The rotational temperature of the molecules in the beam can be deter-
mined by measuring the population of the different rovibrational states of D2

using REMPI spectroscopy (see Amiaud (2006) for more details). This tem-
perature can be a good indicator of the kinetic temperature. Another method
to measure the kinetic temperature would be by adding a chopper associated
to a fast pressure gauge to obtain the velocity distribution of species.
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42 The FORMOLISM set-up

Figure 3.5.2: Calibration of the O2 beam. The saturation coverage is de-
termined by a simple TPD method done on non-porous amorphous ice. We
expose a compact ice surface to varying times of O2 and we do a TPD af-
ter each dose (Kimmel et al., 2001a). When the multilayer peak in the O2
TPD profile starts to show up (see shaded shoulders of TPD traces), this
means that we have saturated the first monolayer layer and we are starting
to populate the second monolayer.
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3.5 Cold atomic and molecular beams 43

Figure 3.5.3: A block diagram of a PID controller.

3.5.5 Calibrating the Lakeshore 332 controller

During my thesis I have spent around two months to calibrate the tem-
perature controller of the first beam line in order to conduct experiments
that require cold beams of atomic and molecular hydrogen and deuterium.
The Lakeshore 332 works using a PID (proportional-Integral-Derivative) con-
troller that attempts to correct the error between the measured process tem-
perature and a desired set-point by calculating and then outputting a correc-
tive action that can adjust the process accordingly, to keep the error minimal.
A block diagram of a PID controller is shown in figure 3.5.3. The three action
parameters involved in the tuning of the controller are the proportional (P),
the integral (I) and the derivative (D). Their sum constitutes the manipulated
variable, in our case the temperature T. Hence:

T(t) = Pout + Iout + Dout

The proportional term (Pout) sometimes called gain, makes a change
to the output that is proportional to the current error value e(t). The pro-
portional response can be adjusted by multiplying the error by a constant
KP , called the proportional gain. The proportional term is given by:

Pout = KP e(t)

The integral term (Iout) also called reset, is proportional to both the
magnitude of the error and its duration. Integrating the error over time
gives the accumulated offset that should have been corrected previously. The
accumulated error is then multiplied by the integral gain KI and added to
the controller output. The magnitude of the contribution of the integral term
to the overall control action is determined by KI . The integral term is given
by:

Iout = KI

∫ 0

t
e(τ)dτ
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44 The FORMOLISM set-up
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Figure 3.5.4: Calibration of the PID controller in response to a reference
signal. Plot of the output variable, in our case the temperature T of the
beam, as a function of time, (a) for three values of KP (KI and KD held
constant); (b) for three values of KI (KP and KD held constant) and (c) for
three values of KD (KP and KI held constant).
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3.6 REMPI 2+1 ionisation 45

Where τ is a dummy variable.

The derivative term (Dout): The rate of change of the process error is
calculated by determining the slope of the error over time (i.e., its derivative
with respect to time) and multiplying this rate by the derivative gain KD.
The derivative term is given by:

Dout = KD
de(t)
dt

These three terms, Pout, Iout and Dout are summed to calculate the tem-
perature output of the PID controller. The final form of the PID algorithm
is:

T(t)= KP e(t) + KI

∫ 0

t
e(τ)dτ + KD

de(t)
dt

Larger values of KP typically mean faster response since the larger the
error (fig. 3.5.4 (a)), the larger the proportional term compensation. An
excessively large KP will lead to process instability and oscillation. The
integral term accelerates the movement of the process towards set-point and
eliminates the residual steady-state error that occurs with a proportional-only
controller. Large values of KI imply that steady-state errors are eliminated
more quickly (fig. 3.5.4 (b)). The derivative term slows the rate of the
output. Larger values of KD decrease overshoot, but slows down transient
response and may lead to instability due to signal noise amplification in the
differentiation of the error (fig. 3.5.4 (c)).

3.5.6 Residual pressure deposition mode

The beam lines are equipped with a by-pass system that introduces gas
directly into the three chambers and particularly into the second chamber.
This system allows to introduce into the UHV chamber a controlled residual
pressure of a specified gas to deposit on the surface of the sample holder. This
mode of deposition is called residual pressure or background deposition mode.
The pressure obtained by this mode in the main chamber is higher than what
can be obtained through the jets only (in fact through 2 diaphragms instead
of 3).

3.6 Resonance Enhanced Multiphoton Ioni-

sation (REMPI 2+1)

The goal of this diagnostic is to measure the rovibrational populations of
molecules desorbing from the surface. For this purpose, a UV laser beam
passes through two MgF2 windows parallel to the surface of the sample
holder. This beam is focalised (f ∼ 350 mm) several mm away from the sur-
face, to better probe the molecules desorbing from the surface. The molecules
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46 The FORMOLISM set-up

present in the focalisation zone are ionised by REMPI then detected with the
TOF mass spectrometer positioned in front of the surface. The molecules are
selectively ionised by resonance depending on the chosen wavelength and on
their quantum state.

3.6.1 REMPI ionisation

The energy necessary to ionise a hydrogen molecule from the ground state
is 15.42 eV. This energy corresponds to a photon with a wavelength λ = 80
nm. But for λ<200 nm the air constituents like N2 and O2 absorb the UV
and impose to create and propagate the UV light under vacuum (VUV). To
circumvent this difficulty, it is possible to overcome the ionisation threshold
by using the simultaneous absorption of 3 photons of wavelengths greater
than 200 nm and that are very weakly absorbed in the air. The absorption
cross sections of three photons are however very small (∼10−83 cm6) and
impose of intense laser power.

For certain values of λ, the cross section of the process is highly increased.
These wavelengths are those of which the energy of two photons corresponds
to the energy necessary to a transition towards an excited electronic state
(see fig. 2.2.1. These wavelengths are called resonant. For parity reasons,
this intermediate level is reached by the absorption of two photons (cross
section ∼10−48 cm4). Taking into account the flux of photons necessary to
perform the absorption or the first two photons, the absorption step of the
third photon is saturated. The complete process, called REMPI 2+1, has
the same efficiency of the two photons process.

The two photons excited electronic state for λ ranging from 200 to
300 nm is that of the double minimum called E,F. The transitions are called
E,F(v’,J’)←X(v”,J”), where the vibrational and rotational quantum numbers
are (v”,J”) for the starting state X and (v’,J”) for the finish state E,F.

The principle characteristics of the process are the following:

• The selection rules are ∆ J=J’−J”= −2, −1, 0, 1 or 2. Only the
transitions corresponding to the branch Q (∆J= 0) are observed, the
others being 30 times weaker (Pozgainer et al., 1994).

• Ionisation is selective with respect to v” and J”. This means that the
number of created ions for a resonant wavelength depends on the pop-
ulation of the starting state X(v”,J”).

• The ionisation probability of a molecule depends on the square of
the laser intensity. To increase the ionisation efficiency, the laser is
therefore focalised in the detection zone.

The intensity of the signals depends on the number of molecules present
in the ionisation zone, on their rovibrational state and on the laser intensity
and its focalisation.

te
l-0

04
38

53
4,

 v
er

si
on

 1
 - 

3 
D

ec
 2

00
9



3.6 REMPI 2+1 ionisation 47

Tungstene filament

Cooling by water circulation

Interaction cell

Grid 

Cooling by water circulation

Figure 3.6.1: Source of molecular hydrogen. The Tungstene filament is heated
following Joule’s law. Molecules hitting the filament are either rovibrationally
excited or dissociated. The formed atoms recombine on the walls of the source
at 290 K and form excited molecules (Malmasson, 1994).

3.6.2 REMPI spectra

Experiments

The spectral lines of molecular hydrogen corresponding to the transitions
E,F(v’,J’)←X(v”,J”) are very distant from each other. In the UV range, the
first rotational lines are distant of 0.2 nm whereas those of the vibrational
lines are distant of ∼7 nm. Their width is determined by the resolution of
the laser which is typically equal to 2 pm. Since the signals coming from
the surface can be quite weak, it is essential to place the laser at the exact
wavelength of the transition, ±5 pm. We used an additional set-up to locate
the H2 and D2 rays in order to prepare for future experiments.

This set-up is under secondary vacuum and is composed of a TOF mass
spectrometer and a lamp that excites the incoming molecules before they
reach the mass spectrometer (fig. 3.6.1). The source was developed during
the thesis of Malmasson (1994). It is constituted of a very hot tungsten
filament (T>1000 K) that excites molecules in high rotational and vibrational
states via two mechanisms: direct excitation by collision with the filament
and dissociation by collision with the filament (A) followed by recombination
on the cold walls of the source (B and C).
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48 The FORMOLISM set-up

REMPI spectrum E,F(0,J’)←X(2,J”)

Figure 3.6.2 shows a typical example of a REMPI spectrum (2+1) for
vibrationally excited D2 molecules. We observe the Q branch in the first
five rotational levels, which allows us to characterise the distribution of the
rotational population of level v=2.

Determination of populations:
The multiphotonic probabilities of transition are intrinsically quasi-

identical from one line to another in the same Q branch (Hönl-London fac-
tors ≈ 1) (Rinnen et al., 1991; Pozgainer et al., 1994). We can therefore
obtain the relative population of each level, on condition to correct the mea-
sured amplitudes of the laser intensity variations from a ray to another. This
correction is applied by dividing the amplitude of each line by Iα where I is
the laser intensity measured when recording the spectrum. The order α ≈ 1.6
of the transition was measured at the maximum of each line by varying the
laser intensity.

If the probed molecules are in thermodynamic equilibrium, the population
distribution is that of Boltzmann

N(v, J) =
gn(2J + 1)e−Ev,J/kT∑

v,J N(v, J)

where Ev,J is the energy of the level (v,J)

and gn the degeneration of the same level

It is then possible to attribute a temperature by drawing an excitation di-
agram; by calculating log [N(v, J)

∑
N(v, J)/(gn(2J + 1)] as a function of

E(v,J), we obtain a straight line with a slope equal to −E/kT (figure 3.6.3).
The measured temperature (362 K) can seem surprising at the beginning
since it is close to the ambient temperature while the detected molecules
are in vibrational state v=2 which corresponds to a vibrational temperature
greater than 104 K. One should keep in mind that the excitation lamp does
not produce a gas in thermodynamic equilibrium. Consequently, we observe
a mechanism of collisional de-excitation on the cold walls of the lamp, more
efficient for rotational de-excitation than for vibrational de-excitation. This
experiment with the lamp was only used as a source of excited molecules to
adjust the laser wavelength with respect to the REMPI transitions.

3.7 Recent modifications

Mid 2009, after the repairing of the QMS, changes have been brought to
its implementation. It is still installed on a rotatable stage but off-axis so
that it could be used facing the sample while depositing gases. Cuts have
been made on the side of the QMS head solid block to allow beam 2 not to hit
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3.7 Recent modifications 49

Figure 3.6.2: REMPI spectrum for molecular deuterium. D2 spectrum ob-
tained with the lamp at hign temperature at a pressure of 10−6 mbar.

Figure 3.6.3: Excitation diagram for D2, v= 2. A linear function fit of the
measured points gives a rotational temperature of 362 K.
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50 The FORMOLISM set-up

it. In addition, as indicated in figure 3.4.2, the entrance and exit apertures
of the QMS head are now identical. Dissociation rates of the beam can still
be monitored, rotating the stage as before.

End of 2009 a Fourier Transform Reflection Absorption InfraRed Spec-
trometer (FT-RAIRS) has been implemented on FORMOLISM and is now
being tested. A Brucker Tensor 27 Commercial Spectrometer used in remote
detection mode is connected to the main chamber through KBr windows
by means of two boxes containing the optics and the detector. The copper
sample is identical except that it is now gold-plated for infrared reflection.
Some of the experiments I will present in the following chapters would be
completed by the use of the RAIRS.

This is a great advantage but at the expense of the minimum QMS to
sample distance now fixed at ∼5 mm.
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Chapter 4

TPD technique and growth of
solid water ice films

4.1 TPD experiments

4.1.1 Introduction

The Temperature Programmed Desorption (TPD) technique was first de-
scribed by Redhead (1962), but was first applied to study catalytic reactions
of Ethylene on alumina surfaces by Amenomiya & Cvetanovic (1963) who
became later on the pioneers of the technique. This technique is also referred
to as Thermal Desorption Spectroscopy (TDS). It uses either quadrupole or
TOF mass spectroscopy.

TPD experiments consist, after deposition of atomic or molecular species,
reacting or not, onto a well defined surface, on increasing the temperature
of the surface by imposing a linear heating ramp. When the surface reaches
a specific temperature, called the desorption temperature (different for each
adsorbed species), the energy transferred to the adsorbed species causes it to
desorb into the gas phase. During the heating phase, a QMS is placed near
the surface to record the mass spectra of one or several desorbing species.

The TPD technique is an important method for determining the kinetic
parameters of desorption processes of molecular species. Since each species
has its unique desorption temperature range, the TPD spectra provide infor-
mation on the adsorption energies of species on a given surface. It also give
us information on the amounts of adsorbed molecules on the surface from
the intensity of the TPD peaks and the total amount of adsorbates is given
by measuring the area under the TPD profiles since this area is proportional
to the specific surface of the ice. As we will show it later on, the adsorption
energy range is highly dependent on the substrate as well as on the amount
or the number of layers deposited.

If the desorption temperature of a certain species is already known, any
change in the shape of the TPD spectrum or in the shift of the maximum des-
orption temperature provides information on the morphology of the surface.

51
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52 TPD technique and growth of water

For example in our case, the desorptions of H2 or O2 from an ice surface tell us
if the ice is crystalline or amorphous, if it is non-porous amorphous or porous
amorphous and if it presents a high or a low porosity (cf subsection 4.2.7).

TPD experiments might also trigger diffusion and reactions between
species present on the surface, right before the desorption process takes
place. New molecules can then be detected.

The following examples are H2 desorption equations for three different
routes:

Ex. 1: H2
ads desorption−−−−−−→ H2

gas

Ex. 2: 2 Hads associative des.−−−−−−−−→ H2
gas

Ex. 3: 2 Hads
immobile

diffusion−−−−−→ 2 Hads
mobile

formation−−−−−−→ H2
ads desorption−−−−−−→ H2

gas

The first example is an elementary desorption, in which adsorbed
molecules are released into the gas phase. The second example shows an
associative desorption that corresponds to the H2 formation reaction on the
surface. Such reaction can be composed of sub-processes detailed in the third
example. In this case, the TPD induces a diffusion process that makes atoms
mobile on the surface; it is followed by a reaction between atoms; and it
might end with the recapture process of molecules for which the desorption
process does not immediately follow the formation (depending on the mor-
phology of the surface). The TPD experiment is therefore an “indirect” tool
to study the reaction mechanisms taking place on the surface.

4.1.2 Desorption and TPD from a unique energy

The dynamics of desorption from a surface follows an Arrhenius Law
described by the Polanyi-Wigner equation which expresses the desorption
rate r:

r(N,Ea,T) = −dN

dt
= ANne−Ea/kBT (4.1)

The different terms being:

Ea the adsorption energy

N the total number of adsorbates on the surface

n the order of the desorption kinetics

A the efficiency factor of the desorption

T the temperature of the surface

kB the Boltzmann constant
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4.1 TPD experiments 53

(a) Zero order TPD
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(b) First order TPD
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0,12

(c) Second order TPD

Figure 4.1.1: Typical desorption profiles of TPD of orders 0, 1 and 2.

One should note that the term r/Nn is a desorption frequency and there-
fore represents the inverse of the residence time τ des on the surface. Energies
here are positive towards the bottom of the adsorption wells, the zero en-
ergy corresponding to a free particle. In calculations, this scale inversion is
compensated by the − sign that precedes the energies.

During a TPD, the desorption is caused by the linear rise of the temper-
ature. Time and temperature scales are then related by:

T = T0 + βt with β =
dT

dt
(4.2)

In general, all our temperature programmed desorptions are done with a
heating ramp β=10 K/min.

In practice, species that desorb are detected with the QMS. The signal
intensity is proportional to r because we are in an efficient pumping regime
(dN

dt
� vpump) (See chapter 3).

The order n corresponds to the number of reactants necessary to activate
the desorption. It corresponds, in general, to stoechiometric coefficients in
the desorption equations. Figures 4.1(a), 4.1(b) and 4.1(c) show TPDs of
zero, first and second order kinetics.

The zero order reflects desorption kinetics independent of the amount of
available adsorbates. This regime corresponds to the multilayer desorption
of an adsorbate, where the number of surface elements ready to desorb is
almost constant during a relatively long period of time. The exponential
growth predominates and allows reaching desorption rates of several ML.s−1

before reaching the last layer.
The first order corresponds to the desorption of an adsorbate whose cov-

erage rate is lower or equal to one monolayer. First order TPDs of different
adsorbed quantities present maxima aligned at the same temperature.

te
l-0

04
38

53
4,

 v
er

si
on

 1
 - 

3 
D

ec
 2

00
9



54 TPD technique and growth of water

The second order corresponds to an associative desorption. This desorp-
tion requires the encounter of two adsorbed species. This encounter has a
probability that depends on the coverage rate squared. The maximum of
a second order TPD shifts towards low temperatures when the adsorbate
quantity increases. This feature, resulting from the combination of the two
effects involved in TPDs, the increase of the reactivity with the temperature
and the decrease of the number of reactants present on the surface during
desorption, can be illustrated by calculations. Noticing that at temperature
Tm of the desorption maximum d2N/dt2 = 0, the adsorption energy Ea is
obtained by differenciating the equation 4.1:

Ea = kT2
m

A

β
nNn−1e−Ea/kBTm (4.3)

For a unique adsorption energy Ea and a second order kinetics (n = 2), the
increase of N implies therefore a decrease of Tm.

If the efficiency factor A is known, it is possible to calculate the adsorption
energy, if it is unique, from equation (4.3). The energy appears however in
both members of the equality. It is therefore necessary to state hypothetically
a value for this energy and find the convergence towards a value confirming
this equality using an iterative method (Attard & Barnes, 1998).

But in general the hypothesis of a unique energy is not confirmed. It is
a particular case for the adsorption of molecular hydrogen on ice surfaces
where the energy depends on the coverage. More complex analysis methods
should then be put in place.

4.1.3 Specificity of molecular hydrogen on amorphous
ice at low temperatures

Figure 4.1.2 shows the desorption of molecular hydrogen from a porous
amorphous water ice substrate exposed to increasing doses. The way the
tails of the curves join up together at higher temperatures with a shift of the
desorption maximum towards low temperatures when the initial coverage
increases recalls a second order dynamics. It is however difficult to justify
a second order desorption mechanism for the desorption of molecules that
were simply adsorbed on the surface from the gas phase. There exist asso-
ciative adsorption mechanisms of H2 on copper for example (Michelsen &
Auerbach, 1991), that lead to an associative desorption of second order, but
the adsorption energies are in this case typically of the same order of the
molecular binding energy, around some eV, and imply then a temperature
> 900 K. Another explanation for the curves in figure 4.1.2 should then be
found, referring more realistically to a first order desorption.

First order desorption is characterised by a narrow peak whose maximum
increases vertically with the dose. To interpret the molecular hydrogen TPDs
as a signature of a first order desorption, we should consider a distribution
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4.1 TPD experiments 55

Figure 4.1.2: Typical TPD of molecular hydrogen adsorbed on a porous
amorphous water ice substrate of 10 ML prepares at 10 K. Desorption of
growing doses of D2 from right to left (0, 05− 5, 5 ML).

of binding energies and not a unique binding energy (Amiaud, 2006). The
desorption energy Ea and the efficiency factor A depend then on the amount
of adsorbates N and equation 4.1 can be re-written as follows:

r(N,T) = −dN

dt
= A(N)Ne−

Ea(N)
kT (4.4)

It is then the shape of the function Ea(N) that determines the general
profile of the desorption. We can distinguish two regimes when looking at the
desorption curves of molecular hydrogen in figure 4.1.2: on the one hand, the
starting front lines whose form, specific to the adsorbed dose, is very steep at
high doses, tend towards a limit corresponding to a saturation, and is very
soft when the dose decreases; on the other hand, the desorption tails are
superposed, whose form is independent of the dose and seem to characterise
the surface.

The inverse problem, consisting on finding the function of the adsorption
energy distribution Ea(N) from a TPD, is not trivial. We can already no-
tice that, in particular, several values of the parameters [A(N), E(N)] can
obviously give the same desorption rate than in equation 4.4.

Amiaud (2006) has developed an original inversion method in his Ph.D.
thesis. It is based on a model in which desorption takes place from an energy
distribution of several adsorption sites. The originality comes from the fact
that the distribution of molecules in the different adsorption sites depends on
Fermi-Dirac statistics dependent on the temperature. The idea of using a set
of adsorption sites is suggested by the amorphous nature of the surface and
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56 TPD technique and growth of water

the large number of possible geometries for the water molecules to interact
with their neighbors on the surface of the sample. The reason for using a
statistical description resides in the importance of the diffusion of molecules
that are exploring systematically a large number of sites on the surface before
desorption. A very simple estimation of the number of diffusion hops before
desorption can be found as follows: the mean diffusion time is given by the
Langmuir law:

τdiff =
(
Ce−Ediff/kBT

)−1
(4.5)

where C is the efficiency factor and Ediff is the diffusion barrier. By assuming
that Ediff = Ea/3, and that C = A, we can estimate that the number of
hops before desorption is equal to

n =
τdes
τdiff

= e2Ea/3kBT (4.6)

At T= 10 K, considering Ea = 30 meV, the number of hops is n = 109. We
conclude therefore that molecules are very mobile on the surface, and that
there is a permanent redistribution of molecules during desorption.

The desorption curve derived from the model can then be adjusted to fit
the experimental curve by a least squares method, which allows to obtain
physical parameters and quantities that describe the experimental results.

4.1.4 Importance for the sticking

In figure 4.1.2, we irradiate a p-ASW ice surface to increasing doses of D2.
The TPD profiles obtained give us an idea of the coverage rate of the surface
and the sticking coefficient of molecules. In figure 4.1.3 we plot the areas
under each TPD profile as a function of the D2 exposition dose. We obtain
the proportion of molecules that stuck onto the surface before the heating
ramp. Figure 4.1.3 is divided into two parts, a linear increase and then a
plateau. The first part indicates that the amount of molecules that were
previously stuck onto the surface is proportional to the amount of molecules
that the surface was exposed to. We then deduce that in the range of doses
0.05–3 ML, the D2 sticking coefficient is constant. The plateau at the end is
explained by the saturation of the surface. In fact, as the amount of molecules
present on the surface increases, the adsorption energy of the available sites
decreases, thus decreasing the residence time of molecules on the surface (see
Chapter 4 for more details). This gives us also information on the saturation
coverage of the surface which is reached for a dose of ∼3 ML of D2 on p-ASW
ice surfaces (∼0.45 ML on np-ASW)

4.1.5 Importance for the mobility

The TPD technique was also used to prove the mobility of cold atomic
deuterium on p-ASW ice surfaces (This will be presented and discussed in full
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4.1 TPD experiments 57

Figure 4.1.3: Area under the D2 TPD profiles of fig. 4.1.2 as a function of
the D2 exposed dose (0.05-5.5 ML).

details in chapter 5). As a summary, by observing the decrease of the area
under each O2 TPD profile for increasing doses of D atoms we concluded that
the amount of O2 available on the surface is decreasing before the heating
phase. This is explained by the consumption of O2 molecules by D atoms on
the surface of the ice.
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4.2 Water ice substrates

4.2.1 Introduction

Water ice exists in a large number of phases (Table 4.2.1), depending on
the temperature and the pressure under which it is formed. Here I will briefly
present three different types of water ice structures:

• The most common form of water ice is the hexagonal crystalline ice,
found everywhere in the biosphere. All ices grown in general at a tem-
perature higher than ∼160 K present a hexagonal crystalline structure.

• The cubic crystalline form is a metastable variant of water ice, where
the oxygen atoms are arranged in a diamond structure. This ice is
formed between 130–160 K. It is occasionally present in the upper at-
mosphere.

• The amorphous ice has no crystalline structure. It exists in two forms:
compact (non-porous) or porous. Other nomenclatures exist in the
literature: high-density amorphous (HDA) and low-density amorphous
(LDA) ice. Amorphous ice can be formed either by extremely quick
cooling of liquid water or by depositing water vapour on very cold
substrates under ultra-high vacuum conditions.

In the following sections, I will discuss in detail the characteristics in
volume and surface of amorphous water ice, the previous works done by
some teams on the subject and the method we have chosen to grow such
ice films in our laboratory. I will finish this chapter with the importance of
hydrogen in probing the ice surface morphology.

4.2.2 Growth and porosity

In FORMOLISM at LERMA-LAMAp laboratory, amorphous ice is ob-
tained under ultrahigh vacuum by slow deposition of water vapour (typically
< 0, 5 MLs−1) on a cold surface. This amorphous ice might present a porous
structure if the temperature of the surface is lower than 120 K, cubic crys-
talline if it is between 120 K et 160 K and hexagonal crystalline above 160 K.
These transitions are clearly visible on a water TPD curve by the appearance
of bumps that interrupt the exponential growth of the zero order desorption
(fig. 4.2.1).

Amorphous ice can have different porosities depending on the deposi-
tion flux, the temperature of the sample-holder and the deposition technique
(Mayer & Pletzer, 1986; Pletzer & Mayer, 1989; Martin et al., 2002b,a).
The work of Kimmel et al. (2001a,b) proposes a description of the ice like a
molecular assembly that presents cavities linked to each other and open to
the outside. The construction of these cavities can be explained by the fol-
lowing mechanism: when a water molecule is added to the structure subject
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4.2 Water ice substrates 59
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60 TPD technique and growth of water

120 125 130 135 140 145 150 155 160 165 170 175 180

10000

100000

Figure 4.2.1: TPD of a porous amorphous water ice on a logarithmic scale.
The desorption is interrupted and marks a plateau (or break) during the
phase transitions

to a low thermal activity, its movement is rapidly blocked and then it cannot
leave the impact zone in order to fill the gaps of the structure.

This description lies on TPD experiments done on water ice formed by
a molecular beam whose incidence angle is well defined. By confronting
these results with ballistic simulations, they show the effect resulting from
the variation of the incidence angle. A normal incidence favours uniform
distribution of molecules on the surface and produces a non-porous ice. An
oblique incidence favours the aggregation of molecules on the unevenness
of the structure. They, therefore, create pillars and walls that lead to the
formation of cavities and therefore the growth of a porous ice. Below 90 K,
Kimmel et al. (2001a,b) prove that the background deposition technique,
corresponding to a set of random incidence angles, builds an ice that presents
very high porosity (Fig. 4.2.2). This porosity is all the more high as the
temperature is low. It is in particular very high around 10 K and can then
present an apparent surface as thick as some thousands of m2 for 1 g of water
deposited on 1 m2. The residual pressure deposition is the technique that we
have often used.

The degree of porosity of an initially porous ice can also be modified.
The apparent surface of the ice decreases when the temperature of the sur-
face increases. This effect is explained by the collapse of the pores and by
the diffusion of water molecules. Is is also possible to prepare an ice film by
deposition at a high temperature (> 100 K), which avoids the formation of
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4.2 Water ice substrates 61

Figure 4.2.2: Two-dimensional ballistic deposition simulations of 50 ML films.
(a) θ=0◦, no annealing. (b) θ=70◦, no annealing. Large, angular pores
develop in the film due to the shadowing effect. (c) θ=0◦, eight annealing
steps. (d) θ=70◦, eight annealing steps. Annealing eliminates many of the
smaller pores, but the large pores associated with the shadowing remain
(Kimmel et al., 2001b).
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62 TPD technique and growth of water

pores, then cool down the surface to a low temperature (10 K) and thus ob-
tain a non porous structure. Nevertheless, the two methods are not perfectly
equivalent and the obtained structures, even if non-porous, will not be neces-
sarily identical, because, at the same temperature, the diffusion of molecules
is more efficient during the construction of the ice than the diffusion that can
take place in the core of an already formed structure. In fact, it is proved
that pores can still subsist in an ice structure prepared at 20 K and then
annealed to 120 K (Kimmel et al., 2001a).

4.2.3 Volume density

Optical measurements The average density of porous ices has been de-
duced from optical interference measurements (Dohnalek et al., 2003). These
measurements confirm the interpretation of Kimmel et al. (2001a,b) by show-
ing that the average density decreases when the effective interaction surface
with the gas increases. This corresponds to an increase of the empty space
in the thickness of the ice.

Measurements by X-ray diffraction On the other hand, slow electron
and X-ray diffraction methods allow to measure the density following the cri-
teria of the mean difference between the closest oxygen atoms. This method
measures a density that we can qualify as intrinsic. When water vapour
is deposited at 77 K on an inert surface, the ice formed has a density of
0, 94± 0, 03 g.cm−3 and is called low-density ice (LDI) (Narten et al., 1976;
Mayer & Pletzer, 1986). A different high-density (1.1±0.1 g.cm−3) amor-
phous (HDI) form was first obtained by Narten et al. (1976) by depositing
water vapour at ∼10 K. Their X-ray diffraction experiments showed that
the increased density of this form of ice, with respect to the low-density
amorphous ice, was due to the presence of water molecules at distances be-
tween those of the first and second nearest neighbour at the interstitial site
of the solid structure. These two characteristics are similar to those of the
high-density amorphous ice formed by compression of the hexagonal ice (Jen-
niskens et al., 1995). However, these ices are not equivalent (Guillot & Guis-
sani, 2003, 2004). Between 38 K and 68 K, the high-density amorphous ice
undergoes an irreversible transition towards a form whose diffraction figure
is similar to those of the low-density amorphous ice (Jenniskens et al., 1995).

The high-density amorphous ice is potentially more important than low-
density ice in astrophysics, because infrared spectra of water vapour deposited
on low-temperature substrates provide the best fit to the 3.07 µm observed
ice band (Jenniskens et al., 1995).

Experiments on the morphological differences between ASW and crys-
talline ices were done by Vichnevetski et al. (2000). They measured the
electron-stimulated desorption of metastable molecular nitrogen from N2 con-
densed on the ice and related the variation of the signal detected to the vari-
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4.2 Water ice substrates 63

ation in density of N2 molecules at the surface of a porous water film. By
growing their ice at 20 K, they obtained an amorphous water ice sample that
contains a large number of pores (diameter range ∼15–20 Å (Langel et al.,
1994; Mayer & Pletzer, 1986)).

Molecular dynamics Molecular dynamics calculations confirm these X-
ray measurements (Jenniskens et al., 1995; Guillot & Guissani, 2004). They
describe the amorphous ice as a random network of hydrogen bonds, in
which, some stay dangling, contrary to the cubic ice structure where 4 water
molecules are arranged by a tetrahedral configuration of hydrogen bonds.
Moreover, these calculations indicate that at very low temperatures, a 5th

water molecule is added in the nearest neighbouring and thus creates an
additional distortion and additional dangling OH bonds.

4.2.4 Condition of the surface

The X-ray measurements mentioned above are only sensitive to the vol-
ume properties of the ice. Other measurements have been carried out by
Parent et al. (2002) to study the surface properties by the PSD-NEXAFS
(Photon Stimulated Desorption-Near-Edge Xray Absorption Fine Structure)
technique. This work was done by comparing the total electron yield (TEY)
spectrum which is bulk sensitive, with the total ion yield (TIY) spectrum
which is sensitive to the surface structure. Their results indicated that when
the ice is grown at 38 K, it has a dense network of cylindrical pores of 20 Å of
diameter separated by 6 Å. These authors also find that at this temperature
(38 K) the bulk of the ice has a high-density amorphous structure, and is
subject to structural transformation from HDI to LDI when annealed to
55 K. But the bulk structure stays unchanged (no measurable change in the
intermolecular O–O distance) after that, when annealed from 55 K to 147 K.

However, they find that the surface suffers structural rearrangement more
than the bulk when annealed. The surface becomes smoother and the num-
ber of OH bonds increases. Contrary to the bulk, the surface is subject to
morphological change when annealed from 38 K to 147 K (the bulk from 38 K
to 55 K only). At the surface of the ice film, the H2O–H2O intermolecular
distance increases from 2.77 Å to 2.80 Å. This means that at 147 K, the
structure of the surface can be quite different from that of the bulk of the ice
film.

Worth to note that, in 2006, the same authors published an article in
which they demonstrate that HDI is not the natural form of water ice at low
temperatures. HDI is, in fact, the form that takes LDI when it is irradiated
(Laffon et al., 2006).

Studies ranging from molecular dynamics simulations on water clusters
to infrared spectroscopy experiments allow us to learn more on the ice

te
l-0

04
38

53
4,

 v
er

si
on

 1
 - 

3 
D

ec
 2

00
9



64 TPD technique and growth of water

Table 4.2.2: The different names of ASW ice phases grown at different surface
temperatures.

surface condition. Water aggregates simulated by molecular dynamics
(Buch, 1992) reproduce, on the one hand, the intrinsic properties stated
earlier. They reveal, on the other hand, the properties of the surface. The
structure of a (H20)450 aggregate simulated at 10 K shows a very irregular
surface that presents an important proportion of molecules that are not
entirely coordinated. IR spectroscopy analysis, sensitive to the dangling
OH bonds on the surface (Buch & Devlin, 1991; Devlin & Buch, 1995)
strengthen this point of view. Performed at a low temperature on H2

saturated ice surfaces (Rowland et al., 1991; Hixson et al., 1992), they reveal
a high abundance of bi- or tri-coordinated molecules on the surface. In these
experiments, the analysed surface is the effective surface of interaction with
H2, including the pores that can be accessible from the gas phase via diffusion.

The nomenclatures found in the literature are not always clear, and mis-
understanding might arise from the several names that can have the different
phases of amorphous solid water ice (Table 4.2.2). Intuitively, high-density
ice makes us think that it is compact (non-porous) amorphous ice, but in
fact is porous. And inversely, low-density ice makes us think that it is porous
but in fact is non-porous amorphous solid water ice. To remove all misun-
derstanding, we will use the nomenclatures porous and non-porous ASW for
ices grown at 10 K and 120 K respectively in all the following chapters of
this PhD thesis.

4.2.5 Interaction with the gas phase

Several TPD experiments showed that the ice structure can adsorb and
trap a large variety of gas1. The most volatile species (Ar, H2, CO, N2, O2,
CH4) principally desorb below 60 K. Yet two other desorption signatures
are observed, at temperature independent of the considered gas, the first at
140 K and the second at 160 K. These signatures are attributed to the release
of gas pockets trapped in the pores that were closed during the annealing. At
140 K, the crystallisation causes the evacuation of the gas by a phenomenon

1Bar-nun et al. (1985); Bar-Nun et al. (1987); Laufer et al. (1987); Notesco & Bar-Nun
(1997); Collings et al. (2003, 2004)
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4.2 Water ice substrates 65

called molecular volcano. At 160 K, the remaining gas is released during the
desorption of the ice itself.

This capacity to trap gases is highly dependent on the porosity and on the
intensity of the adsorption bond of the gas concerned. It is demonstrated that
molecular hydrogen is particularly very faintly adsorbed on the surface, that
it diffuses efficiently on the sample (Rowland et al., 1991) and that it desorbs
before the surface temperature reaches 30 K. Thus it leaves the sample almost
completely before the pores close due to the irreversible transition that takes
place between 38 and 68 K. It does not involve, during the annealing, neither
a molecular volcano nor a co-desorption.

In conclusion, if the amorphous structures of water ice at low tempera-
ture are often separated into two categories (improperly designated by low -
and high-density), this classification does not permit to characterise precisely
the surface condition that plays a predominant role in our gas-surface inter-
action studies. In particular, the volume reconstruction of the ice starting
from 35-40 K naturally leads to a continuous reconstruction of the surface
condition with the temperature, until its crystallisation. The use of molecu-
lar hydrogen, that desorbs entirely below, constitutes therefore an excellent
tool to probe the surface of amorphous ice at very low temperatures by the
TPD technique without affecting too much the structure of the ice sample
obtained at 10 K (cf . section 4.2.7).

4.2.6 Procedures for growing ASW ices

Before studying, in the following chapters, the interaction and the forma-
tion of molecular hydrogen on amorphous water ice surfaces, one should first
know and control the morphology of the ice surface. As explained above,
molecular hydrogen constitutes an excellent probe of the characteristics of
amorphous ice. In this section I will describe in detail the procedures that
we follow in our laboratory to grow porous and non-porous ASW ices sub-
strates and how molecular deuterium is used to probe their porosity.

Non-porous (np-) ASW

After making sure that the base pressure in the UHV chamber is stable
(10−10 mbar) and that the temperature of the sample holder is set to 120 K,
we place the capillary vaporiser 20 mm in front of the surface of the sample
and we introduce water vapour into the chamber measuring a partial pres-
sure of ∼2 10−9 mbar. In general, for experiments that should be done on
non porous ice surfaces, we grow 100 or 150 ML of np-ASW at a speed of
∼0.33 ML.s−1. After that we close the valve, put the vaporiser in its initial
position and wait for the base pressure in the UHV chamber to go down to
10−10 mbar (∼15 min) before cooling down the surface temperature to 10 K
and start our experiments. The np-ASW deposition can be monitored using
the QMS (fig. 4.2.3).

te
l-0

04
38

53
4,

 v
er

si
on

 1
 - 

3 
D

ec
 2

00
9



66 TPD technique and growth of water

Figure 4.2.3: Example of H2O deposition to grow np-ASW ice. In general,
the deposition time depends on the number of monolayers that we want to
grow. The surface temperature is set to 120 K and the H2O partial pressure
in the chamber to ∼2 10−9 mbar.

Figure 4.2.4: Example of H2O deposition to grow p-ASW ice. The deposition
time depends on the number of monolayers that we want to grow (monitored
by a software applet connected to the pressure gauge). The surface tem-
perature is set to 10 K and the H2O partial pressure in the chamber to
∼2 10−8 mbar.
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4.2 Water ice substrates 67

Figure 4.2.5: TPD spectra of 1.2 ML of D2 from 2000 ML ASW films
grown at 10 K and subsequently annealed to the stated temperatures. The
employed ramp rate is 0.5 K/s. The same amount of D2 (1.2 ML) deposited
on ∼2000 ML of p-ASW ice films grown at 10 K and annealed to different
temperatures. We see that even if the ice was grown highly porous (at 10 K),
its porosity is reduced considerably depending on the annealing temperature.
From Hornekær et al. (2005).
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68 TPD technique and growth of water

Porous (p-) ASW

• Background deposition
As explained above, to grow a p-ASW ice substrate, the temperature
of the sample holder is set to 10 K and the vaporiser is located in its
remote position. Water vapour is introduced into the UHV chamber
with a partial pressure of ∼2 10−8 mbar enabling to grow ∼1 ML every
5 minutes. After growing the selected number of p-ASW monolayers the
valve is closed and we wait for the base pressure to reach ∼10−10 mbar
again (∼1 hour). The p-ASW ice monolayers are counted by a software
applet connected to a pressure gauge and the evolution in time of the
deposition is recorded with the QMS (fig. 4.2.4).

• Direct deposition
We can also grow p-ASW ice substrates by the direct deposition method
that we normally use to grow np- asw ice. We work under the same
residual H2O vapor pressure (∼2 10−9 mbar) in the chamber and the
close vaporiser position. The only difference is that the surface tem-
perature is held at 10 K. We use this method when we want to grow
very thick p-ASW ice films (250 ML) which would require a too long
time with the background deposition method (cf Chapter 5).

4.2.7 Probing the morphology of the ice

The ice surface, maintained at 10 K, is exposed to a certain amount of
D2. The deposited quantity is measured the same way it is done for the
water deposition, by integrating the pressure measured in the chamber with
the software applet. After the deposition, the QMS is positioned in front of
the surface. This operation takes ∼1 minute during which the temperature
of the surface is maintained at 10 K. The surface is then heated following a
linear heating ramp of 10 K/min up to 32 K. During the heating phase, the
QMS is set to record the desorption signal of D2 (4 uma).

For each water ice structure, D2 desorption has a unique TPD profile and a
unique desorption temperature as can bee seen in figure 6.2.1. The higher the
porosity, the higher the desorption temperature. This is a normal behaviour
since highly porous ice has more binding sites with higher binding energies.
This leads to molecules staying longer on the surface, and thus delaying their
desorption to higher surface temperature. In general, we characterise the
porosity of the ASW ice by comparing the D2 TPD profile from p-ASW to
that of D2 desorbing from np-ASW ice films grown at 120 K.

4.3 Conclusion

In the first part of this chapter I have discussed the TPD technique and
its importance as a diagnostic for the sticking and the mobility of hydrogen
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4.3 Conclusion 69

on amorphous water ice surfaces. The second part deals with the different
characteristics of amorphous water ice, in volume and surface. I have also
discussed the methods we use in the LERMA-LAMAp to grow p- and np-
ASW ice films and the importance of hydrogen and the TPD technique to
probe the morphology of these types of films.
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Chapter 5

Sticking of atomic and
molecular hydrogen on icy
grains

5.1 Introduction

For a gas-grain reaction to take place, such as H2 formation or hydrogena-
tion/deuteration of molecular species, the first step is that at least one of the
reaction partners would stick on the surface of the grain. In this chapter
I will present the experimental results we have obtained for the sticking of
both hydrogen and deuterium molecules on the surface of non-porous ASW
ice substrates at 10 K.

But before going into more details in the subject, an important remark
concerning the definition itself of the sticking coefficient should be presented
for the sake of clarification.

5.2 The sticking process

The definition of the sticking coefficient used by Govers et al. (1980) is
that molecules that stick on the surface are those that become in thermody-
namic equilibrium with it, and then become thermalised to the temperature
of the surface. Govers et al. (1980) were in fact capable of measuring the
energy transfer between the beam and the surface, with a bolometer, during
the collision of molecules with the sample. Thus, they make the distinction
between molecules that bounce on the surface and those that become ad-
sorbed and therefore stick. Nevertheless, desorption may occur immediately
after adsorption, the difference between bouncing molecules and those fol-
lowing the adsorption-desorption process is established through the amount
of energy transferred to the surface of the bolometer.

In our experiments it is not possible to make such distinction because
we are not able to measure the beam-surface energy transfer. One should
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72 Sticking of atomic and molecular hydrogen on icy grains

Table 5.3.1: comparison between hydrogen (deuterium) sticking coefficients
obtained by CMD and classical trajectory simulations done by several teams.

also note that this distinction is not very clear since the bouncing molecules
might also transfer some of their kinetic energy to the surface without being
adsorbed and thermalised. This quantity, represented by a factor called the
accommodation coefficient, is the ratio of the average energy actually trans-
ferred between the surface and the impinging gas molecules scattered by the
surface, to the average energy which would theoretically be transferred if the
impinging molecules reached complete thermal equilibrium with the surface.

Whereas in our case, the definition we adopt for the sticking coefficient is
given by the number of molecules that stay on the surface during a residence
time ≥1 s compared to the number of molecules arriving at the surface during
the time of the experiments. The lowest measurable time in our experiments
being ∼1 s.

5.3 Previous works

The sticking of atomic and molecular hydrogen on amorphous ice surfaces
that mimic the mantles covering the interstellar dust grains has been exten-
sively studied theoretically over the years, but few experimental works have
been carried out on the subject so far.

5.3.1 Theoretical

The first theoretical studies on the sticking of hydrogen on water ice
surfaces were those of Hollenbach & Salpeter (1970), followed by Burke &
Hollenbach (1983) and Leitch-Devlin & Williams (1985). But the first inten-
sive calculations on this subject were those of Buch & Zhang (1991). These
authors studied the sticking of H and D atoms on an amorphous water ice
cluster made of 115 H2O molecules by using classical molecular dynamics
(CMD) simulations. They calculated the sticking coefficients SE for several
beam kinetic energies E ranging from 50 K to 600 K (Table 5.3.1). The
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5.3 Previous works 73

fitting of their results was done using the simple exponential decay func-
tion SE=e−E/E0 , where E is the kinetic energy of the incident gas and where
E0=200 K for D atoms and E0=102 K for H atoms (∼2 times lower than that
of D). These authors also found that some impinging atoms travel significant
distances (∼20 Å) on the water cluster while losing their kinetic energy. This
high mobility may affect significantly the reactivity of atoms on the grains by
enhancing the probability for an atom to encounter other already adsorbed
ones.

Masuda et al. (1998) and Takahashi et al. (1999b) also studied the stick-
ing of atomic hydrogen on amorphous ice slab made of 1000 H2O molecules
(40Å×40Å×20Å) at 10 K using CMD calculations. They calculated the stick-
ing probability of hydrogen atoms as a function of the incident beam tem-
perature (Table 5.3.1) and found that, for a kinetic temperature Ei=10 K,
the sticking probability of a hydrogen atom is unity. They also found that,
before the atom sticks, it travels 60Å on the amorphous ice surface during
1.7 ps before it gets thermalised and adsorbed.

In the same context, classical trajectory (CT) calculations were done by
Al-Halabi & van Dishoeck (2007). Their results on the sticking probability
of H atoms on ASW ice (6 bilayers of 360 H2O molecules) at 10 K were
fitted by the same decaying exponential function used by Buch & Zhang
(1991). These authors found that S=αe−E/E0 , where E is the kinetic energy
of the incident atoms, E0=300 K (whereas 102 K for Buch) and α=1 is a
constant parameter. With these fitting function and parameters, the sticking
coefficient of an H atom with E=10 K at a surface of 10 K is equal to S=0.97
and for E=300 K, it is equal to S=0.37 (Table 5.3.1).

5.3.2 Experimental

To date, only one set of experiments on the sticking of atomic hydrogen
on amorphous water ice surfaces can be found in the literature (Schutte et
al., 1976) and few experimental works have been conducted to measure the
sticking coefficients of hydrogen and deuterium molecules on the same ice
surfaces at low temperature (Govers et al., 1980; Hornekær et al., 2003).

Schutte et al. (1976) and Govers et al. (1980) presented results on the
variation of the sticking and accommodation of atomic hydrogen (deuterium)
with respect to the surface coverage with molecular hydrogen (deuterium).
They both used bolometer experiments under ultra-high vacuum to study the
sticking coefficient on a surface of a cryodeposit of H2O, N2 and Ar in the
3.5 K–15.5 K range. They found that at a surface temperature ≤10 K, the
sticking coefficient of impinging H2 molecules on an H2 free surface increases
slightly, if any, when the surface temperature decreases. This means that the
sticking coefficient is rather independent of the surface temperature in the
3.7 K–10 K range. These authors also found that the sticking probability
is highly dependent on the H2 coverage of the surface, and that it increases
with the increasing amount of adsorbed H2. Schutte et al. (1976) explained
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74 Sticking of atomic and molecular hydrogen on icy grains

this behaviour by the fact that when a particle of mass m approaches a
surface with a kinetic energy Ei, it is first attracted by a potential well
and its kinetic energy becomes Ei+Ea, where Ea is the adsorption energy.
Then a hard collision occurs with the surface particles of mass M . The
impinging particle sticks only if the amount of energy lost is higher than Ei.
In fact, the probability for an inelastic collision with the surface is given by

PS=1− e
−6m
M

Ei+Ea
θD , where the exponent is the Debye-Waller factor and θD is

the Debye temperature1 of the surface. It is clear that the sticking process
becomes more probable if the m

M
ratio is high. In other words, we obtain

the highest sticking probability when m≈M . This explains why the sticking
probability of hydrogen is enhanced when there are other adsorbed hydrogen
on the surface.

Hornekær et al. (2003) studied the HD formation efficiency on both
porous and non-porous ASW ice at 8 K using the TPD technique. Their
formation rate is defined as RHD=µSDη, where µ is the fraction of newly
formed HD that stays trapped in the pores of the ice surface, SD is the
sticking coefficient of impinging atoms (considered the same for both H and
D atoms) and η is the probability for an adsorbed atom to recombine with
another adsorbed partner. These authors measured the sticking coefficient
of D2 with the King & Wells method (see section 5.4) and found it to be
equal to SD2=0.2±0.15 for a D2 beam at room temperature on np-ASW ice
at 8 K. However, no direct measurements of the sticking coefficient of H or
D atoms were made.

To my knowledge, the present experimental study constitutes the first
measurement of the sticking coefficient variation of molecular hydrogen and
deuterium as a function of the beam temperature.

5.4 The experiment

The water film is composed of 100 ML of non-porous ASW ice grown by
depositing water vapour on the copper sample-holder maintained at 120 K
and then cooled down to 10 K. We then irradiate the ice substrate by a
pure and stable beam of D2 (∼1 10−4 mbar in the first chamber) or H2

(∼6 10−4 mbar in the first chamber)2 at a certain beam temperature. During
the irradiation, the signal of D2 (H2) in the main chamber is measured in real-
time mode with the QMS in its remote position.

The experiment, shown in figure 5.4.2, is divided into four steps:

1The Debye temperature of a cubic solid of an edge L is given by θD= hcs

2LkB

√
6N
π , where

h is Planck’s constant, kB Boltzmann’s constant, cs is the velocity of sound (or of phonons
in the solid) and N is the number of atoms or molecules.

2The pressure of H2 is higher than that of D2 in order to have a better S/N ratio due
to the fact that H2 is the major pollutant of the UHV chamber.
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76 Sticking of atomic and molecular hydrogen on icy grains

Figure 5.4.2: A typical sticking experiment. The signal is that of the mass
4 (D2) detected by the QMS during the irradiation of the surface with D2

molecules.

1. We start monitoring the signal for 60 seconds before introducing any
D2 (H2) into the UHV chamber.

2. Then we introduce D2 (H2) by background, in order to measure the S/N
ratio, by opening halfway the valve between the second and the third
chamber, and by intercepting the beam in the main chamber with the
metallic flag (fig. 5.4.1). This way we insure that no molecules reach
directly the surface. In this step we measure the background pressure
induced by the diffusion of molecules through the differentially pumped
beam.

3. In the third step, the flag still intercepting the beam , we open wide the
valve for additional 60 seconds to have a full indirect flux of D2 (H2).

4. After that, the flag is removed allowing the beam to hit the surface.
This fourth step shown in figure 5.4.3 is known as the King & Wells
method (King & Wells, 1972). It can take up to 600 seconds and is
divided into 3 steps:

During the first ∼ 100 seconds of exposure (step (A) in fig. 5.4.3), the
D2 (H2) signal in the UHV chamber decreases almost linearly. After that it
presents a rapid rise (step (B) in fig. 5.4.3) and then reaches a plateau after

te
l-0

04
38

53
4,

 v
er

si
on

 1
 - 

3 
D

ec
 2

00
9



5.4 The experiment 77

Figure 5.4.3: King and Wells experiment. This figure constitutes the last
part of the previous figure after signal smoothing (15 points/s). Time t=0
corresponds to the removal of the flag and the curve is normalised with respect
to the average value of the final plateau. This D2 signal can be divided into
three steps as explained in detail in the text.
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78 Sticking of atomic and molecular hydrogen on icy grains

∼ 200 seconds (step (C) in fig. 5.4.3). This plateau stays constant as long
as the beam flux is maintained, which means that we have reached a steady
state regime. The signal intensity in this steady state regime is the same as
that measured when the surface is at 30 K, when no molecules can stick on
the surface, or when the flag is intercepting the beam (step 3 in fig. 5.4.2),
prohibiting the molecules from directly reaching the surface. This plateau
can be interpreted as a regime in which, even if molecules are reaching the
surface, none are sticking anymore on it. It corresponds, therefore, to a
regime of a sticking coefficient equal to 0. It is a regime where the number of
molecules hitting the surface is equal to the number of molecules leaving it.
We can, therefore, deduce that the variation of the signal before the plateau,
observed in the first ∼200 seconds, is the signature of molecules sticking on
the surface.

The first part of the figure, where the signal decreases (A), corresponds
to an increasing sticking coefficient. This behaviour was already observed
by Govers et al. (1980) while conducting experiments using bolometers to
measure the gas-surface energy exchange. These authors have thus con-
cluded that the increase of the sticking coefficient is due to the increase in
the number of molecules already adsorbed on the surface. Schutte et al.
(1976) underlined that the mass of the adsorbed molecules play an impor-
tant role in the sticking and adsorption process. In fact, when a gas phase
D2 (H2) molecule impinges on a D2 (H2) already adsorbed on the surface,
the accommodation is greatly enhanced, thus enhancing the sticking of the
impinging molecule. After the first 100 seconds, the sticking coefficient stops
increasing, which causes the signal to rise rapidly (B). This rise is due to
molecules that begin to desorb from the surface because their residence time
becomes close to the time between two arrivals of impinging molecules (Ami-
aud et al., 2007). The plateau, however, corresponds to a regime where the
number of desorbing molecules is compensated by the number of molecules
adsorbed on the surface, then keeping the amount of molecules present on
the surface constant.

The curve in fig. 5.4.3 can be transformed in terms of an absolute sticking
coefficient S(t) as already measured by Amiaud et al. (2007). It is equal to:

S(t) =
Y (∞)− Y (t)

Y (∞)−B

The measured yield Y (t)3 of D2 molecules at time t is the sum of molecules
reflected from the surface Rf (t) and a constant background factor B (step 2
in fig. 5.4.2). B does not originate from the direct molecular beam, but from
the diffusion from the third stage of the triply differentially pumped beam.
Y (t)=Rf (t)+B. The sticking coefficient is equal to the ratio between the
non-reflected part of the signal and the incoming flux F . As F = Y (∞)−B,
S(t) becomes S(t) = (F −Rf (t))/F .

3Y (t) is the average value of the first 20 s of the D2 or H2 yield.
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5.5 Variation of the sticking coefficient with the beam
temperature 79

Figure 5.5.1: King and Wells experiment repeated for several D2 beam tem-
peratures ranging from 28 K to 347 K. The decrease of part (A) of the signals
with the beam temperature reflects the increase of the sticking coefficient of
D2 molecules on the surface.

In the steady state regime t = ∞, the incoming flux is equal to the
reflected molecules. Then, F = Rf (∞).

5.5 Variation of the sticking coefficient with

the beam temperature

Following the same method of measurement, we repeated the same experi-
ment for several beam temperatures (TG) for D2 as well as for H2. Figure 5.5.1
shows the curves for each TG, ranging from 28 K to 350 K, in the case of D2.

Just by looking at this figure, we see very different behaviours from one
curve to another. These behaviours can be interpreted as follows:

• The first remark concerns the starting point of each curve. We can
clearly see that it is low for low beam temperatures and high when
we work at higher beam temperatures. This is explained by the fact
that for low TG, the kinetic energy of molecules is low, making the
collision with the surface less elastic, thus increasing the probability for
a molecule to stick on the surface. The lower the beam temperature,
the higher the sticking coefficient.
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80 Sticking of atomic and molecular hydrogen on icy grains

Figure 5.5.2: Variation of the sticking coefficients of D2 (green circles) and
H2 (red circles) as a function of the beam temperature TG. The blue triangle
represents the sticking coefficient for D2 on the same type of ice obtained
by Hornekær et al. (2003) shown for comparison. The error bars are about
5% of the sticking coefficient values. They are calculated by measuring the
dispersion of several sticking coefficients obtained for the same beam tem-
perature.

• The second remark is that for high TG, the signal starts with a lin-
ear decrease (in fig. 5.4.3 A) before it reaches the second stage. This
behaviour disappears gradually when we work at lower beam temper-
atures. We have not yet understood the origin of this behaviour, but
this disappearance of the linear decrease might be due to the fact that,
at very low temperatures, the sticking coefficient is already at its maxi-
mum and cannot increase any further even with the presence of already
adsorbed molecules on the surface. This makes the signal rise slowly
right from the start before reaching the rapid increase of the second
stage.

Using the formula of S(t) taken from Amiaud et al. (2007), each curve
in fig. 5.5.1 can be transformed in terms of an absolute sticking coefficient.
Figure 5.5.2 shows the variation of the sticking coefficients of D2 and H2 as a
function of TG. We can see that the sticking coefficient of D2 is higher than
that of H2, this is due to the fact that D2 is heavier and has an adsorption
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5.6 The model 81

energy greater than that of H2. An other information that can be obtained, is
that our result at 300 K is slightly higher than the one obtained by Hornekær
et al. (2003) where they derived, for D2, a sticking coefficient S = 0.2± 0.15
for a beam temperature of 300 K. One should note that in their experiments,
the incident beam is normal to the surface (0◦) whereas in our case the beam
has an angle of 62◦ (fig. 5.4.1). So no valid comparison can be made between
the two measurements since the increase of the incidence angle can play an
important role in enhancing the sticking probability of species.

5.6 The model

In this section I will describe the model that was developed in order to
fit our experimental results obtained for molecular hydrogen and deuterium.
It then extrapolates these results to find the sticking coefficients of hydrogen
and deuterium atoms. This model was developed in collaboration with H.
Bergeron from the LCAM (Orsay). The present work is a statistical model
involving few physical parameters allowing to establish simple relations (1)
between the sticking coefficients obtained for H2 and D2 and (2) between
our results and those obtained by Buch & Zhang (1991) for the sticking
coefficients of H and D atoms on water ice clusters.

5.6.1 Framework and hypotheses

In order to model the experimental data, we consider an amorphous sur-
face with a temperature TS=10 K. This surface is irradiated by a gas phase
G (in the half-space above the surface) composed of particles of mass m at a
temperature TG. This gas phase is assumed to be in “pseudo-thermal” equi-
librium: since the surface is irradiated with a beam, there exists a privileged
direction in the velocity distribution, then a pure thermal distribution is not
appropriated. Molecules that stick on the surface are considered to be bound
to it by physisorption.

In our case the surface is amorphous. It is well-known that in the case
of disordered surfaces the sticking probability is enhanced thanks to more
complicated trajectories generated by the bumps of the surface (Hollenbach
& Salpeter, 1970; Tully, 1981). The disorder of the surface is represented
(statistically speaking) by a family of cells C that have different properties
each. And SC is the sticking probability of a particle hitting the surface in
cell C. Each cell is characterised by a phenomenological velocity c(m,C)
(depending a priori on the mass of impinging particles).

5.6.2 The sticking coefficient S(G, v)

S(G, v) is the sticking probability of particles of given species and given
velocity v. This quantity is equivalent to the coefficient usually called S(E)
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82 Sticking of atomic and molecular hydrogen on icy grains

(Buch & Zhang, 1991; Al-Halabi & van Dishoeck, 2007) which is the sticking
probability for a given kinetic energy (see subsection 5.7.1). Two probabil-
ities contribute to this sticking coefficient, the intrinsic probability and the
probability due to the velocity. To simplify, we consider that these contri-
butions are independent and we multiply them to obtain the final sticking
probability S(G, v):

• The intrinsic probability S0(G)
This is the probability for a given particle of zero kinetic energy
(v=0) “put” on the surface to stick on it. S0(G) depends essentially
on the mass of molecules and on the nature of the molecule-surface
interaction. It corresponds to the state S(G, v = 0).

• The probability due to velocity
As mentioned above, each cell C of the surface is characterised by a
velocity c(m,C) depending of the mass of impinging particles and on
the cell itself. Thus, two possibilities are present:

1. if v > c(m,C), the molecule rebounds,

2. if v < c(m,C), the molecule sticks.

Since the cells are different, we have a probability distribution gm(c) of
values of c(m,C). The sticking probability P (v) is that for v < c:

P (v) =

∫ ∞
v

gm(c)dc = Φ(
v

c0
), (5.1)

where c0 is a constant parameter and Φ is a decreasing function that
verifies Φ(0) = 1 and Φ(∞) = 0.

Finally, the sticking probability S(G, v) can be written as follows:

S(G, v) = S0(G)Φ(
v

c0
). (5.2)

5.6.3 The final sticking coefficient

In our experiments, the sticking coefficient S(G, TG) that we find is a
function of both the type of molecules and their temperature. A thermal (or
pseudo-thermal) distribution of the gas velocity seen by our surface f(v, TG)
should then be added:

S(G, TG) =

∫ ∞
0

S(G, v)f(v, TG)dv (5.3)
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5.6 The model 83

If the distribution is a pure thermal one, f(v, TG) should be the pure Boltz-
mann law

f(v, TG) = Z−1v2e
− mv2

2kBTG , (5.4)

where Z is a normalisation factor obtained by
∫ +∞

0
f(v, TG)dv = 1. The v2

term results from the spherical element of volume.
But the irradiation angle should be taken into account. In fact our beam is

irradiating the surface with a 62◦ angle with respect to the normal. This gives
a privileged direction and therefore, a unidirectional velocity distribution fb
seen by the surface. With this, two possibilities arise:{

If vb < 0, fb(vb, TG) = 0

If vb > 0, fb(vb, TG) = Z−1vbe
− mv2b

2kBTG

(5.5)

where vb is the velocity component in the beam direction.
Since our sample selects in fact the particles that have this velocity di-

rection, this distribution becomes the module distribution we are looking
for:

f(v) = Z−1ve
− mv2

2kBTG (5.6)

By combining Equations 5.2, 5.3 and 5.6, the final sticking coefficient is
then given by:

S(G, TG) = S0(G)

∫ ∞
0

e−uΦ

(√
2kBTGu

mc20

)
du (5.7)

or

S(G, TG) = S0(G)

∫ ∞
0

e−uΦ

(√
TGu

T0(m)

)
du, (5.8)

where T0(m)=
mc20
2kB

is the characteristic temperature depending on the mass
of the molecule.

5.6.4 Mass dependence of the sticking coefficient

To simplify notations, we replace TG by T , S(G, TG) by SH2(T ) and
SD2(T ), and S0(G) by S0(H2) and S0(D2) to represent the sticking coeffi-
cients of H2 and D2 respectively. We also introduce the two masses mH2

and mD2=2mH2 the masses of H2 and D2 respectively, we then have T0(H2)
and T0(D2)=2T0(H2) due to proportionality to the mass. If we define the
mathematical function Φ̂ by:

Φ̂(x) =

∫ ∞
0

e−uΦ(
√
xu)du (5.9)
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84 Sticking of atomic and molecular hydrogen on icy grains
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Figure 5.6.1: In this figure we show a test of the model. Red circles represent
the experimental sticking coefficient of H2 and green squares represent the
sticking coefficients of D2 after the renormalisation-dilation transform of Eq.
5.11. These results are obtained for S0(D2)/S0(H2) = 1.1.

we find, {
SH2(T ) = S0(H2)Φ̂( T

T0(H2)
)

SD2(T ) = S0(D2)Φ̂( T
2T0(H2)

)
(5.10)

from which we can deduce finally:

SH2(T/2) =
S0(H2)

S0(D2)
SD2(T ). (5.11)

This means that under our hypotheses, the experimental data of SD2(T )
should be equivalent to that of SH2(

T
2
) up to a renormalisation factor.

This result is very simple and very interesting because it is independent of
the form of the function Φ that we use and then it constitutes a direct test of
our theoretical hypotheses. Moreover it gives a method to obtain numerical
sticking coefficients for H2 at very low temperatures from the knowledge of
sticking coefficient of D2.

5.6.5 Comparison with experiment

We use Eq.5.11 to represent on the same graph experimental results of H2

and D2 with the ratio S0(D2)
S0(H2)

= 1.1. The result is shown in figure 5.6.1. This
figure clearly shows that our hypotheses are completely compatible with the
experimental data of the sticking coefficients of D2 and H2 in figure 5.5.2.
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5.7 Fitting the experimental data 85

5.7 Fitting the experimental data

Of course to go further, in particular to obtain a fit of these experimental
results, we need to choose the unknown function Φ. In the absence of com-
plementary information, an infinite number of Φ functions can be chosen.
Here we show the results corresponding to two functions: Φ(x) = e−x

2
and

Φ(x) = 1
1+x4 . The reasons for this choice are explained below.

• First fit

Φ(x) = e−x
2

leads to the fitting function used by Buch & Zhang (1991)
or by Al-Halabi & van Dishoeck (2007) for the sticking coefficient S(E). The
transformed function Φ̂ is Φ̂(x) = 1/(1 + x) and then SH2(T ) = S0(H2)

1+ T
T0(H2)

SD2(T ) = S0(D2)

1+ T
2T0(H2)

(5.12)

The results are shown on figure 5.7.1 and the values of coefficients are
S0(H2) = 0.835, S0(D2) = 0.918 and T0(H2) = 134.1 K.

The fits are good for T > 80 K, but the concavity (especially for D2) in
the domain T < 80 K does not seem to be the right one.

• Second fit

Since the fit of D2 data in figure 5.7.1 seems to show that our fitting
function has not the right concavity in the domain of low temperatures (T <
80 K), we try to improve our choice with the new function Φ(x) = 1

1+x4 .
Moreover we used a very different function from the first one to test the
sensitivity of S(T ) to the Φ behaviour.

The very good agreement obtained with this new function proves the weak
sensitivity of the thermal sticking coefficient to Φ (and then the difficulty of
finding Φ from S(T )).

The function Φ̂ is not explicit in terms of usual functions, but a non-
linear fit is always possible, giving the following values of the coefficients:
S0(H2)=0.772, S0(D2)=0.847 and T0(H2)=100.0 K. The fit is shown in fig-
ure 5.7.2.

This second choice of Φ seems to reproduce better our experimental data
of D2 (concavity) at low temperatures, without any sensitive change in the
quality of the fit of the experimental data of H2. In fact, other Φ functions
can give fits of the same quality (thermal velocity distribution makes S(T )
less sensitive to the type of Φ).

As a first conclusion we find that this model is able to reproduce very
well our experimental data. The mass dependence is well understood, but it
is very difficult to rebuild the function Φ from only these data. So we try to
use the sticking probabilities obtained by Buch & Zhang (1991) for H and D
atoms to obtain this information.
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86 Sticking of atomic and molecular hydrogen on icy grains
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Figure 5.7.1: Fit of experimental data obtained for Φ(x) = e−x
2
, S0(H2) =

0.835, S0(D2) = 0.918 and T0(H2) = 134.1 K. Red circles and green squares
represent H2 and D2 experimental data respectively.
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Figure 5.7.2: Fit of experimental data obtained for Φ(x) = 1/(1 + x4),
S0(H2) = 0.772, S0(D2) = 0.847 and T0(H2) = 100 K. Red circles and
green squares represent H2 and D2 experimental data respectively.
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Figure 5.7.3: Sticking coefficient for H and D atoms from Buch & Zhang
(1991), plain circle for H, plain square for D. Plain triangle: renormalisation-
dilation transform of D data points. Fit of H and D data points based on
the function F .

5.7.1 Testing the model on the sticking probabilities
of H and D atoms from Buch & Zhang (1991)

In their article, Buch & Zhang (1991) give a set of values for the parameter
SH(E) and SD(E) (table 2 and 3). These coefficients can be put in corre-
spondence with our coefficient S(G, v) through the relation E = (1/2)mv2.
Moreover the function Φ of our model only depends on water ice properties
and then it must be roughly the same. These data allow us to get rid of
the average effect due to the distribution velocity and to obtain the desired
function Φ.

Using the same hypotheses as previously exposed and using Equation 5.2,
we obtain from our model:

S(E) = S0Φ

(√
2E

mc02

)
(5.13)

Due to the mass ratio mD = 2mH , we get:

SH(E/2) =
S0(H)

S0(D)
SD(E). (5.14)

In their exponential fitting S(E) = e−E/E0 , Buch & Zhang (1991) found
E0 = 200 K for D and E0 = 102 K for H. Then the relation E0(D)'2E0(H)
corresponding in fact to the mass term is recovered.
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Figure 5.7.4: Experimental results for H2 and D2 sticking probabilities and
fits based on V. Buch data.

The effect of Eq. 5.14 on their data can be tested as for H2 and D2 inde-
pendently of any fit. This is shown in figure 5.7.3. The ratio S0(H)/S0(D)
has been fixed to S0(H)/S0(D) = 0.95. Due to the confidence intervals,
it is reasonable to assume that in fact this ratio is equal to 1 and that
S0(H)'S0(D)'1.

Moreover we can improve the fitting function used by Buch & Zhang
(1991) (corresponding to Φ(x) = e−x

2
), using the modified function Φ(x) =

(1 + x2)e−x
2
. It leads to {

SH(E) = S0(H)F ( E
E0

)

SD(E) = S0(D)F ( E
2E0

)
(5.15)

where F (x) = (1 + x)e−x and E0 = E0(H) = (1/2)mHc
2
0.

The fits for atomic hydrogen and deuterium data are given in figure 5.7.3.
with S0(H) = S0(D) = 1 and E0 = 52 K. The drastic modification of the
parameter E0 (from the pure exponential case where E0 ' 100 K) is not
an error, it is a consequence of the change of function on the full range of
temperatures.

The very good agreement of these curves with the data is a significant
test, showing that we have obtained a good approximation of the Φ function.

5.7.2 Using Buch and Zhang data in our experimental
results

In our model, the function Φ only depends on the surface properties
(amorphous nature) and the velocity c0 depends on the gas-surface interac-
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5.7 Fitting the experimental data 89

tion. So we can roughly consider that the function Φ(x) = (1 + x2)e−x
2

used
for fitting Buch’s results is valid in our experiment.

At the opposite, the velocity parameter c0 must be different for atom-
surface interaction and for molecule-surface interaction.

We are able to calculate the function Φ̂ of Eq. 5.9:

Φ̂(x) =
1 + 2x

(1 + x)2
(5.16)

and then {
SH2(T ) = S0(H2)Φ̂( T

T0(H2)
)

SD2(T ) = S0(D2)Φ̂( T
2T0(H2)

)
(5.17)

where T0(H2) = mH2c
2
0(H2)/(2kB).

Figure 5.7.4 shows the fits of our data obtained with this new function:
they are in very good agreement.
The values of the parameters are S0(H2) = 0.75, S0(D2) = 0.82 and T0(H2) =
70 K.

5.7.3 Final remark

Choosing the dependence of sticking in velocity rather than in kinetic
energy can be explained. On one hand the gas-surface interaction is based on
short-ranged potentials that imply a finite distance L of interaction, and on
the other hand, sticking implies an energy transfer to the surface that needs
a minimal time τ0 of interaction. If the impinging particle has a velocity v, it
interacts with the surface during a time τ estimated to τ ' 2L/v. Then the
particle sticks to the surface if τ > τ0 that is v < c = 2L/τ0, where c = 2L/τ0
is the characteristic velocity relative to sticking.

Now, we can compare the velocities c0(H) and c0(H2) from the values
mHc

2
0(H) = 2E0 = 104 K and mHc

2
0(H2) = T0(H2) = 70 K. This leads to

c0(H2)

c0(H)
=

√
70

104
' 0.83. (5.18)

As expected c0(H2) 6= c0(H), but the values are close.
If we return to our estimate c0=2 L/τ0 where L is a maximal distance of

interaction and τ0 a minimal time of interaction, and if we assume roughly
that τ0(H2) ' τ0(H) (we have not reached a regime of limited energy trans-
fer), we find

L(H2)

L(H)
' 0.83. (5.19)

This result is compatible with the intuitive idea that the range of H2-
surface interaction is shorter than that of the H-surface interaction.

In fact, it is more difficult to trap H2 than to trap H in a potential well on
the surface, since H2 has internal movements with possible energy transfers
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90 Sticking of atomic and molecular hydrogen on icy grains

between the different degrees of freedom of the molecule (rotation-translation
of the two atoms). Thus if the two atoms of the molecule approach the critical
interaction distance L(H) where only one H atom is trapped, this does not
guarantee that the molecule will be trapped in the potential well and might
be kicked out from the surface. Where such energy transfers do not take
place in the case of only one H atom impinging on the surface.

5.8 Conclusions

In this chapter I have described in details a set of experiments that we
have conducted in our laboratory in Cergy to measure the sticking coefficients
of molecular hydrogen and deuterium on np-ASW ice surfaces held at 10 K
using the King & Wells method. A study of the variation of the sticking
coefficients with the molecular beam temperature was also presented. To
my knowledge, this is the first experimental work that measures the sticking
coefficient of hydrogen and deuterium molecules as a function of the beam
temperature.

A collaboration with H. Bergeron (LCAM, Orsay), provided us with a
model, written for this purpose, to fit the obtained experimental data. We
found a high mass dependence between the sticking coefficients of H2 and D2.
Using the same mass dependence, and improving the fitting function used
in the model of Buch & Zhang (1991), we were able to fit their data and to
transform the sticking coefficient of D atoms to that of H atoms. We were
also able to fit our experimental data.

We are perfectly aware that the detailed interaction (and behaviour) of
atoms and molecules with the ASW ice surface are not similar. Moreover in
each situation (atomic or molecular), we omit a lot of parameters such as the
surface temperature. But one of the main interests of this kind of statistical
models is precisely to erase the details and to keep the main features. This
is why we can use this model on Buch & Zhang (1991)’s data and extract
some useful information for our fitting of molecular experimental points.

Moreover, the “bell-like” shape of the fitting function F
(
T
T0

)
= (1 +

T
T0

)exp
(
− T
T0

)
for low beam temperatures (≤10 K) is similar to the behaviour

of the sticking of H2 and D2 observed by Schutte et al. (1976) and Govers
et al. (1980). These authors found that, when going from 3.5 K to 10 K,
the sticking coefficient of H2 (D2) (on H2- (D2)-free surface) decreases very
slightly and stays almost constant.

The astrophysical interest of this chapter is that we can now extract some
useful values of the sticking coefficients of H2 and D2 relevant to the dark
clouds of the interstellar medium. For grains covered with amorphous ice
mantles, where the temperature of the grain is equal to the temperature of
the beam and is equal to 10 K, we found a sticking probability SD2=0.82 for
D2 and SH2=0.75 for H2. And from the improved fitting function from Buch
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5.9 Perspectives 91

Species H H2 D D2

From Buch S0=0.97 – S0=0.99 –

& Zhang (1991) T0=52 K T0=104 K

Our data = S0=0.75 = S0=0.82

T0=70 K T0=140 K

Table 5.8.1: Comparison between our sticking values for H, H2, D and D2

obtained with the formula S(T ) = S0(1 + T
T0

)exp
(
− T
T0

)
and those of Buch

& Zhang (1991) obtained with S(T ) = S0exp
(
− T
T0

)
for a beam temperature

T = 10 K.

& Zhang (1991) we found that the sticking coefficient of D atoms SD=0.99
and that of H atoms is equal to SH=0.97 (table 5.8.1).

5.9 Perspectives

I am aware that the extrapolation of experimental data obtained for the
molecular species is not enough to really deduce the sticking coefficients of H
and D atoms. But the measurement of the sticking coefficients of hydrogen
and deuterium atoms, even if feasible, remains indirect and difficult.

In the present section I will describe an experiment that can be done in
order to measure the sticking coefficients of hydrogen and deuterium atoms
on p-ASW ice surfaces.

5.9.1 Sticking coefficients of D2 and H2 on p-ASW films

This experiment consists on irradiating a np-ASW and a p-ASW ice sur-
faces with the same amounts of D2 and then heat the surface in order to do
the TPD after each irradiation. After that we compare the amounts of des-
orbing D2 obtained on both surfaces for the same irradiation time (fig. 5.9.1).

If ND2 is the amount of D2 molecules sent to the surface (ND2 is the same
on both types of ice), the amount of D2 that desorb after each TPD is given
by

FD2 = SD2 ×ND2 , (5.20)

where SD2 is the sticking coefficient of D2 molecules. I will call SpD2
and

SnpD2
the sticking coefficients of D2 molecules on p- and np-ASW ice films

respectively. And then we will have

F p
D2

= SpD2
×ND2 (5.21)

and

F np
D2

= SnpD2
×ND2 , (5.22)
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92 Sticking of atomic and molecular hydrogen on icy grains

Figure 5.9.1: Integrated area of D2 TPD profiles obtained after irradiating
p- and np-ASW with different amounts of D2. Surface temperature is 10 K
and beam temperature is 250 K.

for the amounts of D2 molecules detected during the TPD from p- and np-
ASW films respectively.

Combining Eq. 5.21 and Eq. 5.22 leads to

SpD2
=
F p
D2

F np
D2

× SnpD2
(5.23)

Knowing already the sticking coefficients of D2 for a beam temperature
ranging between 0 K and 350 K, and measuring the amounts of D2 that
desorb from each ASW ice film, we can calculate the sticking coefficient of
molecular deuterium on p-ASW ice for a given beam temperature.

Figure 5.9.1 shows preliminary experimental results of this method for
one temperature only. Using these values, we obtain a sticking coefficient of
D2 on p-ASW ice SpD2

=0.55 (i.e. the sticking coefficient is enhanced by 10%
(SnpD2

=0.5, see fig. 5.5.2).

The same experiment is then repeated for several beam temperatures and
then the variation of the sticking coefficient of D2 is obtained. With the model
and the mass-temperature dependence between SD2 and SH2 , the variation
of the sticking coefficient of H2 on p-ASW is then obtained.
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5.9 Perspectives 93

Figure 5.9.2: Integrated area of D2 TPD profiles obtained after irradiating a
p-ASW ice film with different amounts of D2 and D. Surface temperature is
10 K and beam temperature is 300 K.

5.9.2 Sticking coefficients of D and H atoms on p-ASW
films

To measure the sticking coefficients of hydrogen and deuterium atoms on
p-ASW ice films we have proceeded as follows:

• We irradiate a p-ASW film with different exposure times of D2 and then
do the TPD after each exposure. A straight line is obtained (within
the error bars) as shown in figure 5.9.2 (plain circles).

• We irradiate the same ice with the same exposure times but with D+D
(discharge on) and we do the TPD after each exposure and measure the
integrated area under each TPD profile (empty circles in figure 5.9.2).

If ND2 is the total amount of D2 molecules sent to the surface, the total
amount that desorbs during the TPD is given by

F off
D2

= SpD2
×ND2 . (5.24)

When the discharge is on, the amount of D2 that desorbs is given by

F on
D2

= N on
D2

+N on
D2form

, (5.25)

where N on
D2

is the amount of D2 coming from the non-dissociated part of the
beam

N on
D2

= (1− τ)SD2ND2 , (5.26)
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94 Sticking of atomic and molecular hydrogen on icy grains

where τ is the dissociation rate.
N on
D2form

is the amount of D2 that is formed on the surface of the p-ASW
ice film. It is given by

N on
D2form

= 2τSDµηND2 , (5.27)

where µ is the fraction of D2 that is trapped in the pores after formation and
η is the probability that has an adsorbed D atom to recombine with another
adsorbed atom on the surface.

This leads to

F on
D2

= [(1− τ)SD2 + 2τSDµη]ND2 (5.28)

and finally we obtain

SD =

[
F on
D2

F off
D2

− (1− τ)

]
× SD2

2τµη
(5.29)

On p-ASW ice surfaces, the product µη is usually estimated to be equal
to unity (Hornekær et al., 2003). In my point of view this value is very
optimistic, so let us consider it equal to µη=0.9. The measured dissociation
rate τ is equal to 70% and SD2=0.55 (see subsection 5.9.1). By using the
obtained F on

D2
and F off

D2
from figure 5.9.2, we obtain a sticking coefficient of

D atoms SD≈0.2 on p-ASW ice for a beam temperature of 300 K.

We then would have to repeat the same procedure for other beam tem-
peratures to obtain the variation of SD as a function of TG. After fitting the
results with the model, the sticking coefficient of hydrogen atoms on p-ASW
ice can then be obtained.

5.9.3 Precision and uncertainty of the measurements

Precision and uncertainty of the measurements depend on the stability
of the beam flux and the detection efficiency of the QMS. They have to
be as stable as possible during the time length of the experiments. This is
especially when each experiment might take up to 30 minutes.

The flux changes with the temperature of the beam. The lower the tem-
perature, the more diffusive becomes the beam and the less molecules enter
the main chamber. This variation of the flux as a function of the beam
temperature was one of the important points to study and to understand in
order to finalise this chapter. But unfortunately, due to several problems in
the experimental set-up, followed by some repairs, modifications and add-
ons during the last year, this work could not be done before the end of this
thesis, but will be included in the article that is currently in its final stage of
preparation.
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5.9 Perspectives 95

Instability in the QMS detection occurred when I was conducting experi-
ments to study the variation of the flux as a function of the beam temperature
last June. This problem is now solved but, due to the lack of time, these
experiments were stopped.
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Chapter 6

Mobility of cold hydrogen
atoms on icy dust grains

6.1 Introduction

6.1.1 The context

As mentioned in chapter 2, the diffusion of an adsorbed hydrogen atom
on the surface of icy interstellar dust grains is of paramount importance for
the formation of molecular hydrogen, the hydrogenation and/or deuteration
of other species. In fact, as we know by now, under the conditions ruling
the dense clouds of the ISM, molecular hydrogen formation via the prompt
Eley-Rideal mechanism is highly improbable since the H coverage of the grain
surface stays very low. This means that the only efficient mechanism leading
to H2 formation is the Langmuir-Hinshelwood one where at least one of the
two hydrogen atoms should diffuse on the surface of the grain in order to
interact with the second atom and to form a molecule. The “hot atom”
(Harris-Kasemo) mechanism is also improbable in these same conditions,
since the kinetic temperature of the gas (∼10 K) is not sufficiently high
to allow the atom to diffuse on the surface with superthermal energy until
it thermalises to the temperature of the grain. Thus, the only plausible
mechanisms ruling the diffusion of hydrogen atoms on the icy mantles of
the dust grains in dark clouds are tunnelling effect (quantum diffusion) and
thermal hopping (See Chap. 2 Sect. 2.4 for details on these processes).

6.1.2 Previous works

The mobility of atomic hydrogen on astrophysically relevant ice surfaces
have been studied theoretically and experimentally over the years. Tielens
& Hagen (1982) were the first theoreticians to use chemical models hypoth-
esizing the mobility of hydrogen atoms on dust grains; followed by several
teams such as Buch & Zhang (1991), Masuda et al. (1998), Takahashi et al.
(1999b), Cuppen & Herbst (2007) and Al-Halabi & van Dishoeck (2007).

97
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98 Mobility of cold hydrogen atoms on icy dust grains

For example, classical molecular dynamics (CMD) calculations by Masuda
et al. (1998) were used to investigate the sticking and the difusion processes
of atomic hydrogen on the surface of a“rigid” amorphous water ice at 10 K.
These authors divided the mobility process into two steps: (1) diffusion of a
hydrogen atom after it sticks on the ice slab and until it gets trapped in a
potential well (called migration); and (2) rediffusion of the same atom after
being trapped. They found that a hydrogen atom at 10 K migrates via ther-
mal hopping on the ice slab before being trapped and that it has a migration
length l=60.4 Å during a migration time of 1.7 ps at the surface of an amor-
phous ice at 10 K. However, these authors found that none of the hydrogen
atoms rediffuse from one site to another after being trapped and found a
diffusion barrier Ediff=108 meV and then a diffusion time τ diff=1034 years1

for a hydrogen atom to diffuse from one site to another.

Takahashi et al. (1999b) continued the works of Masuda et al. (1998) and
completed them by doing simulations on both a “rigid” and a “soft” amor-
phous ice slabs plus calculation on the partitioning of the H2 formation en-
ergy Takahashi et al. (1999a). In the same conditions (Tsurface=Tgas=10 K)
they found a diffusion time, after trapping, τ diff=10 s for a diffusion barrier
Ediff=27 meV for a hydrogen atom to move from one site to another via
thermal hopping.

Al-Halabi & van Dishoeck (2007), while studying the sticking probability
of hydrogen atoms on amorphous water ice, found that a hydrogen atom
arriving onto a surface of ice at 10 K with an incident energy Ei=300 K
diffuses for l≤60 Å due to the hot atom mechanism, in good agreement
with the results of Masuda et al. (1998), and that if Ei=200 K, the diffusion
distance is about 18 Å before it is thermalised, in good agreement with the
results of Buch & Zhang (1991) who found l=20 Å. They also calculated
the diffusion time and the surface explored by a hydrogen atom and found
them to be τ diff=1 ms for A=1.26 10−8 cm2. This means that the mobility
due to the Langmuir-Hinshelwood is also high, which ensures that H2 is
formed almost instantaneously on a porous amorphous substrate at 10 K (in
agreement with Hornekær et al. (2003)).

But one cannot neglect the fact that other calculations and experiments
rule out the mobility of hydrogen atoms on such surfaces. This is the case of
Smoluchowski (1981) who found that a hydrogen atom makes much less than
one jump at a surface temperature of 10 K. These authors found that two
adsorbed hydrogen atoms react and form an H2 molecule only if the distance
between them is ≤10 Å, and that thermal hopping becomes possible only if
the temperature of the amorphous ice is higher than 30–50 K, although it
becomes limited by the short residence time of the atoms.

According to their experimental results, G. Vidali and co-workers (Katz
et al., 1999; Manicò et al., 2001; Perets et al., 2005) conclude that the dif-

1The diffusion time is given by τ=Ae−Ediff/kBT .
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6.2 Experiments 99

fusion of hydrogen atoms on the surface of an amorphous ice substrate is
thermally activated when the temperature of the surface is increased during
TPD experiments. In fact, Perets et al. (2005) found that the mobility of
hydrogen atoms on a highly amorphous water ice surfaces at low tempera-
tures is very low and that the diffusion barrier Ediff=55 meV is two times
higher than that found by Takahashi et al. (1999b). Their assumptions are
in contradiction with those of Hornekær et al. (2003) who found that the
Langmuir-Hinshelwood mechanism is high even at a temperature as low as
8 K.

A recent experimental work by Mennella (2008a) on nano-sized carbon
particles covered by a porous amorphous water substrate at 12 K and ir-
radiated by hydrogen atoms at 80 K, demonstrates the hydrogenation of
the carbon layer by forming C-H bonds in tertiary sp3 carbon sites. The
activation of the 3.47 µm band2 means that impinging hydrogen atoms in-
teract with the water substrate and reach the carbon grains. These results
were also confirmed by density functional theory (DFT) calculations done by
Bauschlicher et al. (2007).

Since more than thirty years (Hollenbach & Salpeter, 1971), the mobility
of hydrogen atoms on icy dust grains is a matter of debate and controversy
still exists. This chapter presents a simple set of experiments that proves the
mobility of hydrogen atoms at 50 K on porous ASW ice surfaces at 10 K.

6.2 Experiments

The idea of the experiments is to prove the mobility of cold hydrogen
atoms by using O2 molecules as a probe. In fact hydrogen atoms are reacting
with O2. If the surface is held at 10 K more and more reactions may occur
with the deposition time if H atoms are mobile and then less O2 molecules
detected in a subsequent TPD. For this purpose we conduct the same ex-
periment twice. The first time on a 20 ML of p-ASW ice substrate and the
second on a thicker substrate (250 ML) of the same ice structure.

6.2.1 Procedures

We start by growing the p-ASW ice substrate on 50 ML of np-ASW
sub-layer. This sub-layer is grown by direct deposition with the capillary
vaporiser at a surface temperature of 120 K as indicated in chap. 4 sect. 4.2.6.
The purpose of the np-ASW ice sub-layer is to isolate the upper porous
amorphous layer from the copper sample holder (Engquist et al., 1995). The
20 ML of p-ASW ice are grown following the background deposition method
at a surface temperature of 10 K. Since ASW films deposited by background
take a long time to form (∼100 minutes to grow 20 ML of p-ASW) and

2Absorption band due to the C-H stretching vibration of tertiary sp3 carbon atoms.

te
l-0

04
38

53
4,

 v
er

si
on

 1
 - 

3 
D

ec
 2

00
9



100 Mobility of cold hydrogen atoms on icy dust grains

Figure 6.2.1: The same amount of D2 deposited on three different types of
amorphous ice: np-ASW in black, p-ASW annealed to 70 K in red and p-
ASW without annealing in green. We see that even if the ice was grown
highly porous (at 10 K), its porosity is reduced considerably depending on
the annealing temperature, in this case 70 K. The heating ramp is set to
10 K/min).

since a long time (∼60 min) is needed to reach the base pressure again (from
2 10−8 to 2 10−10 mbar), the 250 ML of p-ASW film is deposited following
the direct deposition method with the capillary vaporiser at 20 mm in front
of the sample holder at 10 K (See chap. 4 sect. 4.2.6). Then the porosity
of the 250 ML substrate is lower than that of the 20 ML p-ASW ice but its
thickness ensures a more complex pore structure.

The desorption temperature of O2 molecules, from a p-ASW ice surfaces,
ranges from ∼30 K to ∼60 K. After the growth of the p-ASW substrates,
they are annealed to 70 K to avoid any subsequent morphological changes
due to the adsorption and desorption of D2 and O2 molecules (TPD up to
65 K). It has been previously shown (Chap. 4 Sect. 4.2.7) that the porous
structure is reduced but stabilised by the annealing process. This is verified
by looking at the shift of the D2 desorption peak in figure 6.2.1.

When the base pressure in the UHV chamber is back to ∼1 10−10 mbar,
and the ice is annealed to 70 K and cooled back down to 10 K, we expose it
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6.2 Experiments 101

Figure 6.2.2: TPD profiles of D2 and O2 after deposition of 0.5 ML of O2

and followed by different deposition times of D (20 s: black squares, 40 s: red
triangles and 90 s: green circles). The arrows emphasise that the quantity of
desorbed O2 decreases as the amount of exposed D grows. The heating ramp
is set to 10 K/min).

to 0.5 ML of O2 molecules. During the beam deposition, the O2 pressure in
the first stage of the second beam line was stable at ∼5 10−5 mbar. With this
stable pressure we obtain, in the main chamber, a flux of ∼0.003 ML/s (1 ML
every 6 minutes of O2 exposure time). The calibration of the beam was done
as explained in Chapter 3, section 3.5.3 by determining the O2 exposure time
required to saturate the first O2 monolayer on np-ASW ice (Kimmel et al.,
2001).

The whole (O2 and p-ASW ice substrate) is then irradiated by a certain
amount of cold D atoms ranging from 0 to 2 EML (exposed ML). This unit is
used instead of ML because in the case of deuterium and hydrogen the stick-
ing coefficient is not necessarily unity, so that not all the atoms or molecules
that reach the surface of the ice stick on it. The D2 beam is dissociated in
the microwave discharge with a dissociation rate of 50% during this set of
experiments. Several checks are done between measurements to ensure that
this dissociation rate is stable during the experiments. Before leaving the
first stage, the beam is cooled to 50 K by passing through the aluminium
nozzle screwed to the He closed-cycle cryostat of the first beam line.

After each D+D2 irradiation, the surface is heated with a linear ramp

te
l-0

04
38

53
4,

 v
er

si
on

 1
 - 

3 
D

ec
 2

00
9



102 Mobility of cold hydrogen atoms on icy dust grains

Figure 6.2.3: Normalised O2 TPD integrated areas following different D ex-
posures. The O2 normalisation is made with respect to the TPD integrated
area corresponding to 0.5 ML of O2 alone. O2 and D both deposited at a
surface temperature of 10 K. The solid line represents the model results (see
text).

of 10 K/min to 65 K and TPD profiles of D2 and O2 are simultaneously
monitored with the QMS in front of the surface. The time needed to close
the valve of D+D2 and place the QMS in front of the surface is ∼1 minute.
An example of D2 and O2 TPD profiles are shown in figure 6.2.2 for three
different D irradiation times (20 s, 40 s and 90 s). We can see that the
integrated area under the O2 TPD profiles decreases and that the integrated
area under the D2 TPD profiles increases with the increasing deposition time
of cold D atoms. This figure proves that the oxygen molecules adsorbed
on the surface of the ice substrate are being consumed by the deuterium
atoms. Here, two processes are at play: (1) the formation of D2 and (2) the
destruction or consumption of O2 by D atoms.

20 ML of p-ASW

This experiment is repeated for several D exposure times, ranging from
0 EML to 1.8 EML, on the same 20 ML p-ASW ice substrate. The integrated
area under each TPD profile of O2 and D2 are shown in figures 6.2.3 and 6.2.4
respectively, as a function of D exposure time (lower axis) and D EML (upper
axis).
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6.2 Experiments 103

Figure 6.2.4: Normalised D2 TPD integrated areas following different D ex-
posures. The D2 normalisation is made with respect to the TPD integrated
area corresponding to 1.8 ML of D. O2 and D both deposited at a surface
temperature of 10 K. The solid line represents the model results (see text).
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104 Mobility of cold hydrogen atoms on icy dust grains

Like figure 6.2.2, figure 6.2.3 clearly shows that the quantity of desorbing
O2 decreases with the increase of the exposed dose of D atoms. A sudden
change in the slope of the linear decrease occurs after ∼0.5 EML of D ex-
posure which is equivalent to 50 s of D exposure time. This means that we
have two regimes: (1) a fast destruction regime between 0 s and 50 s of D ex-
posure and (2) a slow destruction regime after 50 s of D exposure. A similar
change appears in the slope of figure 6.2.4 in the case of D2 formation. This
change, although less marked, occurs at almost the same time than that in
figure 6.2.3 in the case of O2. This means that the formation of molecular
deuterium also presents two regimes: (1) a slow formation regime between
0 s and 50 s of D exposure and (2) a fast formation regime after 50 s of D
exposure.

These experiments can be explained as follows: as D atoms are deposited
onto the p-ASW ice substrate, two competing mechanisms are occurring,
namely O2 destruction and D2 formation. Assuming that D atoms are mo-
bile on porous ice at 10 K, a deuterium atom has two possibilities, either
encounter another D atom and react with it to form a D2 molecule (D+D
formation) or an O2 molecule and react with it to form O2D (O2 destruc-
tion) (Miyauchi et al., 2008; Ioppolo et al., 2008). It is significant that in
both cases of O2 and D2 desorptions, the change in the slopes occurs after the
same time of D exposure (marked by arrows in figures 6.2.3 and 6.2.4). The
change in the slopes in both pictures suggests that after ∼50 s (0.5 EML)
of D irradiation, when most of O2 molecules has been destroyed, a greater
number of D atoms are available on the surface of the ice substrate to form
D2. The presence of a rapid regime of O2 destruction (80% of the initial dose
destroyed by 0.5 EML of D) and of a slow regime (for the remaining 20% of
the initial dose of adsorbed O2) can be ascribed to the non-perfect overlap
of the two beams on the surface of the sample holder.

As schematised in figure 6.2.5, the molecular O2 and atomic D beams
actually have an 80% of full overlap on the surface, thus 20% of the deposited
O2 dose is only exposed to a background flux of D atoms ∼10 times lower
than the direct flux. This has been verified using the flag valve that intercepts
the direct D beam when it enters in the main chamber. Without a direct D
beam, a small indirect exposure of D atoms still remains in the chamber and
the O2 destruction rate becomes ∼10 times lower, as occurs after ∼50 s of D
atom irradiation time.

If the two beams were overlapping perfectly on the surface, the destruction
of O2 in the fast regime would have been 100% instead of 80% during the first
50 s of D exposure. One should note that the change of the slope in the case
of D2 is not rough as in the case of O2 and that it increases rapidly during the
first 50 s of D exposure time. This is due to the fact that we monitored the
desorptions of D2 coming from both D+D and the non-dissociated D2. So the
signal was not corrected by substracting the desorption of the non-dissociated
part of the D2 beam.
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6.2 Experiments 105

Figure 6.2.5: Overlap of the O2 and D beams on the surface of the sample
holder.

250 ML of p-ASW

In order to verify that the destruction of O2 molecules on a 20 ML p-ASW
ice substrate was actually due to the fact that mobile D atoms were able to
scan the porous surface, we did the same experiment using a thicker p-ASW
ice substrate. This time, on 250 ML p-ASW films, we also deposited the
O2 molecules at a higher temperature, namely 25 K, to favour O2 mobility
and to have O2 molecules not only adsorbed on the surface of the ASW but
also deeper into the porous structure. The results obtained are shown in
figure 6.2.6. The plain circles represent the normalised integrated areas of
desorbed O2 of the molecular beam originally deposited at a surface tem-
perature of 25 K and then exposed to different times of D atoms at 10 K.
The empty circles represent the normalised integrated areas under the TPD
profiles of O2 molecules previously deposited at 10 K and then exposed to
the same D atom exposures.

First, we notice that in this experiment the O2 destruction rate is much
slower than in the case of the 20 ML p-ASW substrate. This is due to the
fact that the porosity is greater in the case of the 250 ML. The structures
(holes, pores, piles...) are more pronounced. The total accessible surface
becomes higher and subsequently the average surface density of O2 molecules
is reduced. In this case, the D2 formation is favoured. Secondly, we find that
if O2 is deposited at 25 K, the destruction rate is even lower. This is due to
the fact that, at 25 K, O2 molecules are mobile on the inner and outer surface
of the ASW ice. Therefore O2 molecules are spread over all the accessible
porous surface. The O2 surface density is again lower and D2 formation is
favoured. We also notice the disappearance of the slope change that was
present in both figures 6.2.3 and 6.2.4. It is due to the fact that we should
have exposed the surface to longer times of D atoms in order to reach 80%
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106 Mobility of cold hydrogen atoms on icy dust grains

Figure 6.2.6: Comparison between normalised TPD integrated areas of
0.5 ML of O2 deposited at 10 K (empty circles) and 25 K (plain circles)
and then irradiated with 0, 50, 100 and 150 seconds of D atoms on 250 ML
of p-ASW at 10 K. The solid line represents the model results (see text).
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6.3 The model 107

of destruction of the adsorbed O2 to observe it.
Finally we have checked, with very large exposure times (600 s) of D

irradiation, that all the O2 molecules disappear even on the 250 ML p-ASW
film, when O2 is deposited at 25 K .

D deposited before O2

This experiment is made to rule out the assumption that the mobility of
D atoms and the O2+D reaction on the surface of the p-ASW ice substrate
could only be triggered by the heating phase. In fact, G. Vidali and co-
workers assume that the diffusion of deuterium and hydrogen atoms on the
cold ice surface only takes place during the heating ramp before and during
the TPDs. In order to check this assumption, we deposited D atoms before
O2. The results are shown in figures 6.2.7 and 6.2.8 for O2 and D2 respectively.
In figure 6.2.7 we see that the amount of desorbing O2 from the p-ASW ice
surface is constant, within the experimental error bars (<10%) irrespective
of the amount of D atoms previously deposited. Figure 6.2.8 on the other
hand, show that the amount of desorbing D2 increase linearly with respect
to the amounts of deposited D atoms on the surface. This means that all D
atoms that reach the surface react with each other to form D2 before being
exposed to O2 molecules. These results clearly demonstrate that D atoms
that adsorb on the ice surface diffuse immediately and either react with each
other or desorb before O2 is deposited.

6.3 The model

The model we used to fit our experimental data is based on the rate
equation model described in Katz et al. (1999). This model calculates the
formation rate ND2 of D2 and the destruction rate NO2 of O2 (equal to the
formation rate of O2D).

The O2 molecules that are destroyed by the background flux of D atoms
(during and after 50 s of D irradiation time) are also taken into account and
given by RO2 .

The model starts running at time t=0 where the number of O2 molecules
present on the surface is LO2=0.5 ML, that of D atoms LD=0 and that of D2

molecules LD2=0 as well.
If Ftot is the initial beam flux of D2, after the dissociation Ftot is divided

into a flux of D, FD, and a flux of D2, FD2 . Both fluences on the surface are
determined knowing the sticking probabilities of D2 and of D, SD2 and SD
respectively (Matar et al. (2009), to be submitted), and the dissociation rate
τ at a beam temperature of 50 K. The fluxes are given by:

FD = 2τSDFtot and FD2 = (1 - τ)SD2Ftot

At time t+dt, the number of D atoms present on the surface then becomes
LD(t+dt)=LD(t)+FDdt. Taking into account the porosity ρ (dimensionless
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108 Mobility of cold hydrogen atoms on icy dust grains

Figure 6.2.7: Normalised O2 TPD integrated areas for O2 deposited after
different D exposures. The O2 normalisation was made with respect to the
mean value of all TPD integrated areas. O2 and D both deposited at a surface
temperature of 10 K.

Figure 6.2.8: Normalised D2 TPD integrated areas for O2 deposited after
different D exposures. The D2 normalisation was made with respect to the
TPD integrated area corresponding to 200 s of D exposure time. O2 and D
both deposited at a surface temperature of 10 K.
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6.3 The model 109

parameter that we introduced in order to control the surface density dependin
gon the thickness of the p-ASW ice film) of the p-ASW ice substrate, the
surface density of D, D2 and O2, the total number of reactions (D2 formation
and O2 destruction) is given by:

Nreactdt=
(LD+LO2

)

ρ
×LD

ρ
×Pdiffdt

where Pdiff=Ae
−Ediff
kBT is the probability for a D atom to diffuse from one

adsorption site to another, where A=1013 s−13 is the vibration frequency of a
deuterium atom, Ediff the diffusion barrier, kB the Boltzmann constant and
T the surface temperature (10 K).

The number of formed D2 is then given by:

ND2dt=
1
2
Nreact× LD

(LD+LO2
)
dt

and the number of destroyed O2 is given by:

NO2dt=Nreact× LO2

(LD+LO2
)
dt

The number of D atoms present on the surface at time t+dt then becomes

LD(t+dt)=LD(t)-2ND2dt-NO2dt+FDdt,

that of D2

LD2(t+dt)=LD2(t)+ND2dt+FD2dt,

and that of O2

LO2(t+dt)=LO2(t)-NO2dt-RO2dt.

Where RO2 is the amount of residual O2 destroyed by D atoms coming from

the background and which is equal to
NO2

5
(20% of NO2 due to the non perfect

overlap).
As figures 6.2.3, 6.2.4 and 6.2.6 clearly show, our simple model is able

to reproduce the experimental results under the same conditions, namely,
dissociation efficiency of the D2 beam, sticking probabilities of D and D2 at
50 K and porosity of the ice. A best fit of the experimental data has given a
diffusion barrier of 22±2 meV4.

3In the literature two values for A are normally used, 1012 s−1 and 1013 s−1. We use
the latter value since previously published work by our team (Amiaud et al., 2006) have
shown that it fits better the experimental results in the case of hydrogen and deuterium.

4The ±2 meV arise from the fact that the experimental data were fitted with Ediff=20,
21, 22, 23 and 24 meV, and almost the same fit was obtained. A change in the fits becomes
observable below 20 meV and over 24 meV.
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110 Mobility of cold hydrogen atoms on icy dust grains

6.4 Discussions

6.4.1 Is atomic hydrogen mobile on icy grains?

In this section I will try to discuss and present additional arguments in
favour of D atoms mobility at 10 K on p-ASW ice surfaces. If D atoms
were not mobile on porous water ice surfaces at 10 K, they should stay in
the vicinity of the external surface and not penetrate in the pores of the
ice substrate. In addition, the hot atoms mechanism should not take place
or should be considerably reduced in our experimental conditions, where D
atoms have a kinetic temperature of 50 K.

An important point in the present experiments is that we were working
with high coverages. The total number of deuterium atoms sent onto the
surface of the p-ASW ice is quite high (2 ML i.e., 2 1015 atoms.cm−2). This
amount corresponds to a value of full coverage of the external surface of
the substrate. If deuterium atoms were not mobile, all the atoms sticking
on the surface of the ice should stay on the surface, thus increasing their
number and the surface density should become high. As a consequence,
two mechanisms should then become non-negligible and detectable. The
first one is the formation due to the Eley-Rideal mechanism where an atom
from the gas phase reacts with an already adsorbed deuterium to form a
deuterium molecule leading to its immediate release into the gas phase. The
second is the Langmuir rejection mechanism (Perets et al., 2005; Vidali et
al., 2007) where a deuterium atom, that is deposited from the gas phase on
top of an already adsorbed atom on the surface, is rejected and immediately
released into the gas phase. In both cases, a fraction of atomic and molecular
deuterium evaporates during the irradiation of the surface by the atomic D
beam, and therefore does not desorb during the heating phase. If this is
the case, the amount of desorbing D2 should not increase linearly for long D
exposure times as is the case in figure 6.2.4, but should reach a saturation
plateau after a certain coverage of the surface. If D atoms were not mobile on
the surface, the Eley-Rideal and the Langmuir rejection mechanisms should
become more and more efficient, leading to a constant recombination rate of
D atoms on the p-ASW ice surface as shown in figure 6.4.1.

In fact, if we consider the D coverage formula used by Vidali et al. (2007):

nD(t)=1 - exp(−fD.t)

where nD is the total yield of D2 molecules in each TPD run, and fD is the
D atom flux. Applying this expression to our experimental conditions (fD =
0.01 ML.s−1 for D irradiation time ranging from 0 s to 200 s, we find that the
recombination rate starts to slow down between ∼40 s and 50 s of D exposure
times which is equivalent to ∼0.4–0.5 EML as shown in figure 6.4.1. This is
not consistent with our experimental results (fig. 6.2.4), where we see that
the recombination rate of D atoms never stops increasing even after a value
of full surface coverage or higher (∼600 s i.e., 6 EML of D exposure).
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6.4 Discussions 111

Figure 6.4.1: Langmuir rejection mechanism of D atoms on p-ASW ice sur-
faces. If D atoms are not mobile on porous water ice surfaces at 10 K, the
recombination rate should become constant after a certain D coverage of the
surface.
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112 Mobility of cold hydrogen atoms on icy dust grains

Author Ediff (meV) τ diff (s) ldiff (Å) Tgas (K)

Matar et al.(08) 22±2 1.2 10−2 – 50

(Experiment)

Perets et al.(05) 55 1014 – 300

(Experiment)

Al-Halabi & van 20 10−3 18 200

Dishoek (07) (Th.)

Buch & Zhang 19–34 4 10−4–1.3 104 20 200

(91) (Theory)

Takahashi et al. 27 4 60 10

(99) (Theory)

Table 6.4.1: Comparison between the results obtained by several authors on
the mobility of atomic hydrogen on p-ASW ice surfaces under conditions of
dark interstellar clouds.

We can thus conclude that either the surface density does not increase
to reach a value of the coverage close to unity or the two mechanisms
mentioned above (Eley-Rideal and Langmuir rejection) are not efficient.
However, it is highly improbable that the Eley-Rideal mechanism does not
occur under these coverage conditions, therefore the only valid explanation
is that the surface density remains low even after 600 s of D irradiation.
This implies that D atoms are mobile at 10 K and diffuse through the pores
of the p-ASW ice substrate.

On the other hand, the calculations done by Buch & Zhang (1991) show
that the adsorption energy of both hydrogen and deuterium atoms on a water
cluster and the height of the energy barrier between two adjacent sites are
both described by large distributions. The diffusion barrier was found to be
peaked in the 19.4–34.5 meV range. This means that the mobility depends
on the height of the adsorption site. Some deep adsorption sites can bind
atoms more than others reducing then their mobility. Thus it is possible that
a small fraction of hydrogen atoms are not mobile at 10 K on the time scale
of our experiments and require thermal activation in order to react.

In conclusion, the experiments that we have conducted show that,
globally, deuterium atoms are able to diffuse and to penetrate the porous
structure of the ice at 10 K, even if they have a kinetic temperature as low
as 50 K (before they stick on the ice surface). In fact, our model gives a
non-infinite D atom mobility, Ediff=22±2 meV, in good agreement with the
calculations of Buch & Zhang (1991) and Al-Halabi & van Dishoeck (2007).
Our value is also in good agreement with that found by Takahashi et al.
(1999b) (27 meV), even if it is slightly lower. Though the difference between
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6.4 Discussions 113

the two values is somewhat minimal (∼3 meV), it changes dramatically the
time needed for a deuterium atom to diffuse from one site to an adjacent one.
Our diffusion barrier leads to a mean diffusion time τ diff=12 ms whereas
that of Takahashi et al. (1999b) gives a τ diff=4 s. A comparison between
the results of the different works is shown in table 6.4.1. This means that on
the time scale of our experiments, D atoms diffuse into the porous structure
and move from one site to another more rapidly and efficiently leading to an
even more efficient formation reaction.

But we should not forget that the value of our diffusion barrier is about
half the one obtained by Perets et al. (2005) who found it to be Ediff=55 meV
for deuterium atoms on p-ASW ice substrates at 10 K. A possible explanation
for the discrepancy between these two results could arise from the different
assumptions made on the surface coverage. Despite the fact that the D atoms
fluence is about the same in both works (up to 2 ML of D atoms), Perets et
al. (2005) assume in their analysis that their coverage is always less than 1%
of this value.

6.4.2 Consequence of the O2+D reaction efficiency on
water formation

Another aspect of these experiments concerns the efficiency of the O2 + D
reaction in comparison with the D + D reaction. It has been shown (Miyauchi
et al., 2008; Ioppolo et al., 2008) that the reaction

O2 + D → DO2

is very efficient. In fact, at the accuracy of our flux estimation (∼50%), the
proportion of D required to destroy O2 is close to 1, and the O2+D reaction is
believed to have a low energy barrier (Walch et al., 1988). In our experiments
the fact that the O2+D reaction seems to be favoured in comparison with
the D+D reaction when the exposition is low does not mean that the D + D
reaction is less efficient because of an activation barrier. In fact, in our model
we have assumed that both D+D and O2+D reactions have 100% efficiency.

Once again, if atoms are mobile, the density of D atoms stays low because
they are consumed by the O2 molecules. It is only when the density of
D atoms is equal to that of O2 atoms that the production of D2 can be
effective. This consideration allows us to conclude that at any moment in
our experiment, the density of D atoms is low, initially because they are
consumed by O2 and subsequently because they form D2.

At the end of the experiment, when the ice is sublimated we detect a
high proportion of HDO and not D2O owing to thermally activated isotopic
exchange between H atoms (from the ice) and D atoms (from D2O) (Smith et
al., 1997). Therefore O2 is one of the possible precursors for water formation5.

5 D + O2 → DO2 / DO2 + D → D2O2 / D2O2 + D → D2O + OD.
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114 Mobility of cold hydrogen atoms on icy dust grains

Finally these experiments show that no O2 should survive on grains in
dark interstellar clouds. Apart from specific detection limitations, it can be
a fundamental reason of the non detection of O2 on icy grains in dark clouds.

6.5 Some perspectives

6.5.1 Thermal hopping versus tunnelling effect

Our results are unable to show if the mobility of atomic deuterium on
p-ASW ice surfaces at 10 K is due to thermal hopping, tunnelling effect
or a contribution of both. If the latter case is true, we do not know which
mechanism dominates this mobility. In order to understand how this mobility
occurs and to have an idea on the contribution of each diffusing mechanism,
more experiments should be done on the same water ice surfaces but at lower
surface temperatures (< 8 K), since tunnelling effect or quantum diffusion is
less dependent on the temperature of the surface than thermal hopping.

6.5.2 Infrared spectroscopy

The fact that we anneal the p−ASW ice substrate to 70 K and cool it
back down to 10 K before depositing either O2 or D atoms on the ice and
finally do the TPDs reduces considerably the porosity of our ice substrate.
This prohibits us to have a true and valid comparison between our results
and those of other teams like Perets et al. (2005) for example. These authors
grew their porous ice films at a surface temperature of 10 K and the ice was
never annealed, the irradiation with H and D atoms was done at a surface
temperature of 14.5 K and during the TPD phase the temperature was always
below 38 K. Whereas in our experiments, the porous ice is grown at 10 K but
annealed to 70 K, and during the TPD phase the temperature of the surface
reaches ∼65 K. An other experiment can be done to avoid annealing the ice
in order to have comparable results and to prove that atomic hydrogen is
mobile on porous icy grains at 10 K.

We can proceed the same way Mennella (2008a) did, by depositing O2

before the p-ASW ice substrate and then irradiate the whole by cold D atoms.
Infrared spectroscopy has to be used in situ to see whether any D2O molecules
are formed (via the DO2 formation route (Miyauchi et al., 2008; Ioppolo et
al., 2008)). This way the ice preserves its high porosity, and if D2O molecules
are detected, this that D atoms are able to penetrate all the thickness of the
ice to reach O2 molecules and react with them.
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Chapter 7

Formation of molecular
hydrogen and energy
partitioning

7.1 Introduction

After studying and discussing the sticking and the mobility of hydro-
gen atoms on the surface of amorphous water ices under the conditions of
dense molecular clouds, I will discuss in the present chapter the formation
of molecular hydrogen on the same ice under the same conditions. I will
also shed some light on possible explanations to two important unanswered
questions: (i) the partitioning of the energy released upon the formation of
an H2 molecule, and (ii) the non-detection of excited H2 in dark quiescent
clouds.

7.1.1 The energy partitioning problem

In fact, several theoretical and experimental works have been conducted,
over the years, on the formation of molecular hydrogen on surfaces of as-
trophysical relevance, and particularly on the partitioning of its formation
energy. The only theoretical calculations relevant to the experimental study
presented in this chapter are those of Takahashi et al. (1999a,b). These au-
thors did complete and detailed calculations on the formation of molecular
hydrogen on amorphous water ice surfaces and the different processes leading
to it (sticking, diffusion, formation and evaporation). For this they used a
classical description in a molecular dynamics (MD) formulation for a rigid
and a soft water ice samples. These authors found that when a hydrogen
molecule is formed, the energy released is divided between vibrational, rota-
tional and translational energies with the following percentages: 70–79% of
its energy is transformed to vibrational while 10–15% resides as a rotational
energy and 7–12% as a translational energy and that the rest of the 4.48 eV
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116 Formation of molecular hydrogen and energy partitioning

released is absorbed by the ice substrate.
A previous experimental study by our team (Amiaud et al., 2007) on

np-ASW ice showed that molecular hydrogen is formed in a ro-vibrationally
excited state up to v”=7. Experiments on p-ASW ice surfaces (Roser et al.,
2003; Hornekær et al., 2003) showed that newly formed HD molecules desorb
from the surface with a kinetic energy that shows previous thermalisation
with the substrate, meaning that some of the released energy was absorbed
by the ice. But no information on the internal energy of the formed H2 has
been given.

7.1.2 The detection problem

Computational studies by Duley & Williams (1986, 1993) on the forma-
tion of molecular hydrogen on highly amorphous silicates and carbonaceous
grains suggest that the newly formed H2 molecule would be in the highly
vibrational excited states since the H2 binding on these surfaces is weak. On
the other hand, they found that H2 formed on PAH grains would be in the
lowest vibrational excited states because of the strong binding of H2 on these
surfaces. These authors also suggested that vibrational emission might be
detectable in dark clouds where H2 is known to be formed on amorphous ice
mantles with very high vibrationally excited states because of the very weak
binding.

Observations by Usuda (1996) claimed that the intensity and the origin
of the H2 emission spectrum cannot be explained only by UV pumping and
dynamical excitation, suggesting that the population for vibrational energy
levels of v>2 should increase because of the formation pumping mechanism.
For this reason, these authors suggest that the vibrational emission might be
detectable even in dark clouds where H2 molecules are formed on icy mantles
(Duley & Williams, 1986, 1993). It is also suggested that, in these regions,
rotationally and translationally excited H2 might be detectable.

Takahashi et al. (1999a)’s MD calculations on the formation of H2 and the
distribution of its released energy, revealed the importance of the formation
pumping mechanism for the production of H2 in highly excited states (v”=6–
10) in the conditions of dark clouds where Tgrain=Tgas=10 K.

In principle, the observation of nascent H2 molecules in the interstel-
lar medium, especially in dark quiescent clouds, should be possible. Once
formed, in a ro-vibrationally excited state, an H2 molecule will de-excite by
spontaneous radiative cascade transitions to lower energy levels. Then in-
frared emission occurs and should be detectable. Tiné et al. (2003) predicted
an observational spectrum for newly formed excited H2 that should have a
clear spectral signature both in diffuse and dark clouds. But when they did
their observations of the two dark clouds L1498 and L1512 to compare them
with their predictions they did not detect any excited H2 molecules. Simi-
larly, observations of Barnard 68 (or Lynds Dark Nebula LDN 57) have been
made as part of the programme ref 66.C-0526(A) in March 2001 at ESO-VLT
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7.2 The Experiments 117
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Figure 7.1.1: Ionisation threshold of excited D2 molecules formed on the sur-
face. plain circles are for D2 irradiation and empty circles are for D irradiation
(D+D2) (Amiaud, 2006).

using the ISAAC instrument in spectroscopic mode by Lemaire & Field (pri-
vate communication). No detection of H2 emission has been observed looking
at the core of the object in K band, despite a 5-hour integration in nodding
mode to subtract the telluric lines.

7.2 The Experiments

7.2.1 Introduction

In order to detect if molecules in an excited vibrational state of the ground
electronic state are produced in our experiments, we have made use of a
specific feature of the quadrupole mass spectrometer (QMS).

To be detected, D2 molecules are ionised by electrons emitted from the
filament in the ionising head of the QMS. The kinetic energy of electrons
emitted in the ionisation zone is usually set to 30 eV. By varying this en-
ergy to smaller values it is possible to detect molecules in a vibrationally
excited state. D2 molecules in the ground state have an ionisation threshold
of 15.46 eV. Excited D2 molecules need lower energy electrons to be detected.
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118 Formation of molecular hydrogen and energy partitioning

Then by setting the electron energy to a value smaller than 15.46 eV, we are
able to detect solely internally excited molecules. Previous experiments con-
ducted by our group (Amiaud et al., 2007) reveal the presence of excited D2

molecules up to v”=7. In fact a non-negligible number of detections were
carried out down to the value of 13.6 eV. A faint signal is still recorded at
13.4 eV corresponding to v”=7 (fig 7.1.1).

For the experiments reported in this chapter, the detection of excited D2

was performed with an ionising electron energy equal to 15.2 eV, allowing
us to detect molecules in a vibrationally excited state v”≥2.

Excited nascent D2 molecules are studied on three different types of amor-
phous solid water (ASW) ice substrates:

1- 100 ML of bare np-ASW,

2- 100 ML of the same ice previously saturated with D2 molecules and

3- 10 ML of p-ASW.

In all cases the surface temperature is held at 10 K.
The experiments consist on irradiating the substrates by D atoms. D2

molecules are then detected by the QMS in real-time mode. The QMS was
located 5 cm above the surface, therefore only indirect measurements of
nascent molecules is performed. For each sample measurements are made
twice: the first experiment done with ionising electron energy equal to
30 eV to record the signal of D2 reflected from the surface (non-dissociated
part+formed/excited part), and the second experiment with ionising
electron energy of 15.2 eV to record the signal of newborn excited D2

molecules only. The dissociation rate of the D2 beam was checked to
be constant during the whole time of the experiments and was equal to
60% (100 D2 → 120 D + 40 D2). The resulting D atoms are thermalised
to room temperature (∼ 300 K) due to collisions with the wall of the
Polytetrafluoroethylene (PTFE) tube and the aluminium nozzle guiding
them out of the microwave source.

7.2.2 Bare np-ASW ice

The results of the experiment done on the bare np-ASW are shown in
figure 7.2.1. The blue curve is the total amount of D2 being reflected from
the surface and the red curve is that of excited D2 only.

In the blue curve, we distinguish three regimes in the evolution in time
of the total D2 molecules: (a) a steep linear increase of the signal during the
first 150 s of D irradiation, followed by (b) a less step increase in the signal
untill ∼600 s and finally (c) a plateau where the signal stays constant at
its maximum during the rest of the experiment as long as we irradiate the
surface with D atoms. They are analysed as follows:
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7.2 The Experiments 119

Figure 7.2.1: Normalised total D2 signal (blue curve, QMS at 30 eV) and
excited D2 signal (red curve, QMS at 15.2 eV) monitored during D irradiation
of 100 ML of bare np-ASW ice substrate at 10 K. The black curve is a 20 s
FFT smoothing of the excited D2 signal. The inset shows a zoom of the first
150 seconds.
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120 Formation of molecular hydrogen and energy partitioning

(a)- The first regime, where the linear increase is rough, is the signature of
a growing and enhanced D2 formation. In fact, the adsorption energy
of the non-dissociated part of the D2 beam (40%) enhances the sticking
coefficient of D atoms as we have seen in chapter 5 and as also explained
by Schutte et al. (1976) and Govers et al. (1980). After the irradiation
has begun at t=0, few atoms are expected to stick although those that
are adsorbed on the bare surface can occupy the deeper binding sites.
This results in a long residence time that favours the recombination
between hydrogen atoms.

(b)- When the coverage of the np-ASW surface by D2 molecules becomes
close to the saturation coverage (∼1.8 1014 molecules.cm−2), we see
that the signal becomes less steep. This change in the slope is ex-
plained by a slow increase of the formation rate of D2 on the surface.
When molecules gradually fill up the ice substrate, the binding en-
ergy of adsorbed atoms decreases gradually as the molecules saturate
the stronger binding sites (Hixson et al., 1992). In fact, this forma-
tion regime is highly dependent on the coverage of the surface by D2

molecules coming from the non-dissociated part of the beam. As we
have seen in chapter 5, when the surface approaches saturation, the
sticking coefficient of D2 molecules starts to decrease forcing the re-
combination rate of D atoms to become slower than in the first stage
where the surface coverage was still low.

(c)- Finally, when the amount of sticking molecules becomes constant, after
∼600 s of D irradiation time, we reach a steady-state regime (plateau)
where the amount of formed/deposited D2 molecules on the surface be-
comes equal to the amount of D2 molecules desorbing from it. Therefore
the D2 formation rate becomes constant.

This interpretation can be confirmed by looking at the red curve in fig-
ure 7.2.1 which is the signal of excited D2 molecules only, that also presents
three different regimes for the same time-scales than for the blue curve: (a)
the rough rise of the signal that can be divided into two steps (a1) and (a2)
(see below), this increase is followed by (b) a decrease after reaching a maxi-
mum at ∼ 150 seconds of D irradiation time and then (c) the signal reaches
a plateau after ∼600 s of D irradiation. They are analysed as follows:

(a)- In this regime we can distinguish two sub-regimes (see the green inset):
(a1) where the signal of newly formed excited D2 increases dramatically
during the first 4 s of D irradiation. During this rise, less than 2% of the
surface is covered by D atoms. In these conditions of atomic coverage,
the recombination rate is very high because the surface is still clean of
D2 molecules. In these first seconds the surface is cleaning itself very
efficiently because each formed molecule is released directly into the
gas phase leaving the surface clean.
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7.2 The Experiments 121

In these coverage conditions, the formation due to the Eley-Rideal
mechanism is highly improbable. Considering that the cross section
of an Eley-Rideal reaction is equal to ∼10 Å2, only 2% of the gas phase
atoms interact with already adsorbed ones and lead to the formation
of a D2 molecule. This means that the most probable formation reac-
tion is that due to the Langmuir-Hinshelwood mechanism, a fact that
we have seen in the previous chapter. The mobility of D atoms is very
high at a surface temperature of 10 K to allow a very efficient formation
with a diffusion time between two neighbour adsorption sites equal to
12 ms for porous ice (of course this time is a lot less for non-porous
ice). But after ∼4 s (a2) the D2 coverage of the surface starts to play
a role slowing down the recombination rate which makes the increase
less steep. In this first regime (a), nascent molecules are then released
into the gas phase (rise of the signal in the red curve) contributing to
the increase of the total signal of detected D2 (regime (a) in the blue
curve).

The peak in the excited D2 signal indicates a high recombination prob-
ability resulting from an optimum equilibrium between the increase of
the sticking efficiency and the shortening of the residence time of D
atoms on the surface as this was explained in the previous paragraph.
The surface coverage at this stage is ∼1.0 1014 molecules.cm−2. As
pointed out by Govers (2005), around this molecular coverage we ob-
serve an abrupt change in the binding energy of atoms, in that it begins
to decrease as the surface coverage with D2 molecules grows further.

(b)- The drop of the signal of excited D2, after it reaches a maximum at
∼150 s, coincides with the decrease in the recombination rate found in
regime (b) in the blue curve. Then it rapidly reaches (c) a steady-state
regime after ∼500 s also coinciding with the regime (c) of the blue
curve. This decrease in excited D2 signal does not mean that we are
not forming D2 molecules anymore but that the newly formed excited
D2 de-excite rapidly before being released into the gas phase. This de-
excitation might be due to the presence of a high coverage of already
adsorbed D2 on the ice surface. With this observation we suggest that
the nascent D2 molecules may undergo a thermalisation with the surface
by loosing their internal energy via efficient energy transfer due to the
enhanced number of molecules on the surface. A large amount of D2 is
formed in an excited state but promptly release their internal energy on
the surface via an efficient energy transfer that involves the favourable
mass ratio between newly formed molecules and the molecules adsorbed
in the vicinity (Schutte et al., 1976). The already adsorbed molecules
can in turn use part of this energy to desorb from the substrate in a
non-excited state via a non-thermal desorption process or by simple
thermal desorption due to the increase of the surface coverage.
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122 Formation of molecular hydrogen and energy partitioning

Figure 7.2.2: Excited D2 signals monitored during D irradiation of 100 ML of
np-ASW ice substrate at 10 K. The red curve is that of the bare np-ASW ice
and the cyan curve is that of the same np-ASW ice saturated by D2 molecules
before the D irradiation.

(c)- The signal of excited D2 attains a low-count plateau and stays as such
in a regime of saturation of the surface, that is to say under conditions
close to those of the dense regions of the interstellar medium.

We should note that several experiments have been done by irradiating
the ASW ice surface to D2 molecules instead of D atoms (i.e. no D2 formation
in progress) and by exposing the surface at a higher temperature to D atoms
(i.e. the residence time of atoms becomes then too short for recombination
to be efficient) to verifiy if excited D2 can be detected, but, in both cases, we
did not detect any excited D2 molecules. So the recorded low-count plateau
value of the ro-vibrationally excited D2 molecules should not be considered
as a mere instrumental noise, but as a real measurable signal.

7.2.3 D2 saturated np-ASW ice

This experiment is done to prove our interpretation of the behaviour of
excited D2 molecules found in the first experiment: the role of the already
adsorbed D2 molecules on the surface in the de-excitation of newly formed
D2. For this we saturate the same np-ASW ice surface by exposing it to
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7.2 The Experiments 123

20 minutes of D2 molecules which is equivalent to ∼10 EML, and then we
irradiated it with D atoms. However it should be noted that, due to the
reduced sticking coefficient of D2 molecules and the reduced binding energy
when the saturation of the surface at 10 K is achieved, only a fraction (20%)
of the np-ASW ice surface is covered with molecules. Figure 7.2.2 clearly
shows that the excited D2 signal in the case of a surface with molecules pre-
adsorbed on the np-ASW substrate (cyan curve) is much lower than in the
first case (red curve) and a low-count plateau is attained rapidly right after
we begin irradiating the surface by D atoms.

7.2.4 p-ASW ice

An uncertainty arises when we mention the structure of the ice mantles
covering the interstellar dust. Until now no firm conclusions exist concerning
the subject and no experiments, theories or observations have given any
information whatsoever on the morphology of the amorphous ice surfaces
of dust grains. It can be compact (np-) ASW ice, or it can be porous (p−)
ASW ice with a porosity ranging from high-density substrates (∼1.1 g.cm−3)
below 38 K to low-density (∼0.94 g.cm−3) substrates above 68 K (Jenniskens
& Blake, 1994).

For this reason we have repeated the first experiment on 10 ML of p-ASW
ice substrate. The results of this experiment are shown in figure 7.2.3. As
in figure 2, the blue curve is the signal of total D2 molecules reflected from
the surface and recorded by the QMS in real-time mode, and the red curve
is that of excited molecules only. The black curve is the signal of excited
D2 obtained when irradiating the np-ASW ice from figure 7.2.1 shown for
comparison.

As we know, when we are dealing with a porous substrate, the effective
surface is considerably large compared to that of the np-ASW substrate.
This means that the time needed for adsorbing D2 molecules to saturate the
porous surface becomes much longer. This is why the rise of the total D2

signal (blue curve) is very slow and the plateau is reached after ∼1200 s
instead of ∼120 s (see fig. 7.2.1). As we have seen in the case of the np-
ASW substrate, the excited-D2 signal (red curve) is likewise proportional
to the total yield of D2 molecules until a maximum is reached after around
1000 s of D-atom irradiation, concurrent with a fast rise of the molecular
formation efficiency (slope of the total-D2 signal). This is in agreement with
the assumption made earlier that, in a regime of low coverage, the number of
excited-D2 molecules is proportional to the total number of nascent molecules.
However, the peak detected in the case of p-ASW is so small that it barely
stands out from the excited-D2 low-count plateau value that is attained right
after the maximum (at t ≈ 1200 s). To emphasize the big difference between
the amount of ro-vibrationally excited molecules detected in the two types
of water ice substrates investigated (np- vs p-ASW), the excited-D2 yield
curve of the porous substrate case (red curve) and the excited-D2 yield curve
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124 Formation of molecular hydrogen and energy partitioning

Figure 7.2.3: Normalised total D2 signal (blue curve) and excited D2 signal
(red curve) monitored during D irradiation of 10 ML of bare p-ASW ice
substrate at 10 K. The black curve is that of the irradiation of the np-ASW
shown here for comparison with the red curve.
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7.3 Conclusions 125

of the non-porous surface case (black curve) are both shown in figure 7.2.3.
To facilitate a direct comparison, the red curve (porous case) was scaled
by the same factor used for normalising the black curve (non-porous case,
fig. 7.2.1). From this comparison, it is clear that the excited-D2 yield is
considerably reduced in the case of the p-ASW substrate. This result implies
that the excited nascent molecules readily thermalise with the substrate as
they form in the pores of the p-ASW film.

Hornekær et al. (2003) measured the kinetic energy of HD molecules
formed on the surface and found that they fully thermalise with the porous
surface before desorbing. In this work we show that also the internal en-
ergy of newly formed D2 molecules that rapidly desorb is deposited almost
completely in the porous ice. In fact, hydrogen atoms are mobile at 10 K
and penetrate the porous structure (previous chapter (Matar et al., 2008),
thus nascent molecules are re-captured several times within the pores. This
explains why we do not observe significant internal or kinetic energy in the
desorbing molecules.

7.3 Conclusions

7.3.1 From the experiments

D2 is formed on ASW ice surfaces in high vibrational excited states (at
least v=7) and immediatly de-excite releasing a large amount of its internal
energy into the ice substrate before desorbing. Unfortunately we are not
able to give an estimate of the fraction of the energy deposited in the ice
substrate. Yet, qualitative indications are that it is greater than what has
been predicted by Takahashi et al. (1999a) which is around 5% of the entire
formation energy but comparable to the value between 40% and 60% found
by Creighan et al. (2006) in the case of graphite and Yabushita et al. (2008b)
in the case of H2 formation by water photolysis.

The present experiments demonstrate that two conditions contribute
to the relaxation of nascent hydrogen molecules formed on the surface of
amorphous water ice. On np-ASW, newly formed D2 molecules promptly
de-excite as the surface coverage reaches saturation in D2 at 10 K. On
p-ASW, we found that the signal of excited D2 is always low and basi-
cally independent of the surface coverage, indicating that the porosity of
the substrate contributes efficiently to the relaxation of nascent D2 molecules.

7.3.2 Consequences for astrophysics

We can actually assess if, under interstellar conditions of interest here,
surface coverage and surface morphology are comparable to those simulated
in our experiments. To estimate the surface coverage on interstellar dust
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126 Formation of molecular hydrogen and energy partitioning

grain we have to verify that the lifetime τ of a molecule on the surface is
comparable to the time interval ∆t between the arrival of two molecules on a
single dust grain surface; i.e., that the arrival rate balances the evaporation
rate.

Let us consider the time interval between the impacts of two molecules
on the surface of a dust grain. Typical conditions of the dense quiescent
medium are Tgas ∼Tgrain = 10 K, density nH2 = 104 cm−3, and for our
calculation we can approximate the dust grains to spheres with average radius
rgrain = 0.1µm. Then we have

∆t = (nH2 v̄ A/4)−1.

v̄ is the mean velocity of the molecules and A is the grain surface accessible
to the molecules in the gas phase. Under dense cloud conditions ∆t turns
out to be of ∼ 6 hours.

The residence time τ is expressed as τ = 1/ν0 exp (Ea/Ts). ν0 is the
vibration frequency of a molecule on the surface and represents the number of
attempts per second to evaporate (ν0 = 1013 s−1). Ea is the adsorption energy
in units of Kelvin and Ts is the surface temperature. The surface temperature
in our case is 10 K so the residence time of H2 molecules on the grain surface
depends critically on the adsorption energy. Amiaud et al. (2007) derived the
distribution of Ea from D2 TPD spectra in a saturation regime on np-ASW at
10 K. They found that Ea ranges from about 400 to 700 K (33 to 59 meV) and
estimated the saturation coverage to be ∼1.8 1014 molecules.cm−2. Putting
Ea = 400 K in the expression of τ (corresponding value for the lesser bound
molecules) we find a residence time of ∼ 6.5 hours, and thus ∆t ≈ τ .

By scaling Ea to a lower value suitable for H2, presumably comprised
between 360 and 650 K (Vidali, 1991), we find a minimum value for τ of
around 10 minutes which does not impair the validity of our conclusion as
the fraction of weakly bound H2 (Ea < 400 K) does not account for more
than a few percent of the total surface population (e.g., Hixson et al. (1992)).

The surface molecular coverage on interstellar dust grains in dark clouds
can then be estimated to be in the range 1.5 - 2 1014 molecules.cm−2, a
value consistent with previous estimates by Govers et al. (1980) and Buch
& Devlin (1994) and comparable to the surface coverage we reach in our
experiments. In addition, since dust grains residing in dark clouds are
covered by icy mantles of many monolayers dominated by water ice, as in
the present work, our results are relevant to the excited newly formed H2

molecules in dark clouds. If we assume a non-porous ice substrate covering
cosmic dust grains, we have shown that the fraction of newly formed excited
H2 molecules is considerably reduced in the gas phase. Should the surface
of dust grains in dark clouds be covered with a porous water ice mantle,
the binding energy of the H-H reaction is released on the surface even more
efficiently owing to the pores that trap the molecules long enough so that
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7.3 Conclusions 127

they de-excite inside the pores before leaving the grain.

7.3.3 Further ideas

The part of the formation energy that is deposited into the grain can have
several effects:

(1) trigger the formation of other molecules on the grain,
(2) lead to the desorption of species that are adsorbed in a neighbour site
(3) play an important role in changing the morphology of the ice mantles

from porous to non-porous.
This last point is not certain and is yet to be verified. In fact, pre-

liminary experimental results obtained in our laboratory (Accolla et al. In
preparation), have shown that in dark quiescent clouds, if the ice found on
the grain or accreting from the gas phase on it has a porous structure, this
ice progressively undergoes a morphological transformation from porous to
non-porous (Fig. 7.3.1). This change is due, together with UV processing,
ion and CR bombardment, to the adsorbing species and the chemical re-
actions taking place on the surface. The formation of molecular hydrogen
for example being one of these processes if not the most important. If this
assumption is true, then the non-detection of excited H2 in dark quiescent
clouds is explained by experiments done both on p- and np-ASW ice surfaces.
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128 Formation of molecular hydrogen and energy partitioning

Figure 7.3.1: By looking at the position of D2 TPD peaks, we can see the
morphological transformation of ASW ice from p- to np-ASW after increasing
D irradiation times. (From Accolla et al. (2009), in preparation).
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Chapter 8

Conclusion

Even if most of the conditions dominating in the interstellar medium
are orders of magnitudes below those that we can reach in the laboratory
at the exception of temperature (density, flux, time scale,...), and even if
information concerning several components, such as the interstellar grains,
the morphology of the ice and its constituents etc., are very limited still,
experimental astrophysics plays an important role to decipher and interpret
what the astronomers are observing, in our case the ISM. It allows to identify
the processes taking place there, to understand them and to measure the
key parameters ruling them (sticking coefficients, diffusion barrier, ...).

The results presented in this thesis have been done using the FOR-
MOLISM experimental set-up. This semi-heavy experiment has been com-
pleted in 2004 and is fully operational for scientific purposes since 2005. It
is evolving year after year in order to improve its performance.

During this thesis, the measurement and the control of the first beam’s
temperature have been modified and improved in order to reach lower
temperatures and to monitor them more precisely.

Until now we are not sure of the morphology of the water ice films that
cover the interstellar dust grains. We know that in dark clouds water ice
mantles are amorphous and that the grains can be covered with several
layers of ice. But we do not know if these mantles are porous or non-porous.
This is why we are conducting our experiments on both types of ice. This
thesis work uncovers additional pieces of the puzzle and is a follow-up of the
thesis work done by Amiaud (2006).

It is true that the ice mantles that cover the dust grains in the interstellar
medium are not composed of pure water ice but other molecular components
such as CH3OH, NH3, CO and CO2 also exist. These impurities can of course
have some influence on the sticking of atomic and molecular hydrogen, and
on the adsorption, diffusion, formation and desorption kinetics.

129
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130 Conclusion

A detailed study of the sticking process of H and D molecules, using the
King and Wells method, showed that the sticking coefficient of species is
highly dependent on the kinetic temperature of the beam.

We find that under conditions of dense molecular clouds, the sticking
coefficient is equal to 82% for D2 and 75% for H2 on non porous amor-
phous water ice films. The experimental results are fitted with a simple rate
equation model. The sticking coefficients of H and D atoms are found by
extrapolating the experimental data of D2 and H2 and are found to be equal
to 99% for D and 97% for H atoms. We also find that the variation of the
sticking coefficient with temperature follows a bell-like curve and does not
have an exponential behaviour as it was suggested by Buch & Zhang (1991)
and Al-Halabi & van Dishoeck (2007).

We propose a method to experimentally measure the sticking coefficients
of molecular and atomic H and D on porous amorphous ice. The obtained
results are then used in experiments to study the mobility of atomic D on
porous amorphous water ice films.

An other important process leading to the formation of H2, along with the
hydrogenation of other molecular species, on the icy grains is also studied.

The experiments show that atomic D is mobile on porous amorphous
water ice surfaces at 10 K. The experiments are done by depositing O2 on
20 ML and 250 ML of porous water ice films and then exposing them to
D atoms. We find that, even in the latter case, the diffusion of D atoms is
detectable. By fitting the experimental results with a rate equation model
identical to that presented by Katz et al. (1999), we find that the diffusion
barrier is equal to 22±2 meV which is equivalent to a hopping time of the
order of 10 ms from one adsorption site to a neighbour one. The experimental
method that we use (irradiation of O2 by D atoms) shows a very efficient D2O
formation (and also HDO due to the isotopic exchange during the heating
phase) via the DO2 formation route.

However, for the time being no information is available whether this
mobility is due to thermal hopping or tunnelling effect and other experiments
are suggested that can shed some light on the subject.

In the last chapter of this thesis, I present experiments on the formation of
H2 and its de-excitation. These experiments are intended to shed some light
on the partitioning of the energy (4.48 eV) that is liberated upon formation
of H2 on icy interstellar dust grains as well as on its detection problem in
interstellar dark clouds.

Three sets of experiments are conducted: irradiation with D atoms
of (1) a bare non-porous ASW ice film, (2) a D2 saturated non-porous
ASW ice film and (3) a porous ASW ice film. As a result, we find that
D2 is formed in high vibrational excited states (up to v”=7) and that it
immediately de-excite before desorbing for two reasons: (1) the molecular
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coverage of the surface and (2) the porosity of the ice. On np-ASW, newly
formed D2 molecules promptly de-excite as the surface coverage reaches
saturation at 10 K. On p-ASW, we find that the signal of excited D2 is
always low and basically independent of the surface coverage, indicating
that the roughness of the substrate contributes efficiently to the relaxation
of nascent D2 molecules. We also find that almost 90% of the liberated
energy is deposited into the ice both in the porous and the non-porous cases.
These results might explain why the attempts of several astronomer teams
to detect excited newly formed H2 in dark quiescent clouds were unsuccessful.

In conclusion, the experimental studies conducted with FORMOLISM
and presented in this PhD thesis allowed us to explore certain fundamental
properties of the gas-surface interaction, and to investigate the processes that
lead to the formation of molecular hydrogen. The water ice samples used in
these works, at 10 K, are pure amorphous water ice films (porous and non-
porous) mimicking the ice mantles that cover the interstellar dust grains.
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ABSTRACT

There has always been a great deal of interest in the formation of H2 as well as in the binding

energy released upon its formation on the surface of dust grains. The present work aims at

collecting experimental evidence for how the bond energy budget of H2 is distributed between

the reaction site and the internal energy of the molecule. So far, the non-detection of excited

nascent H2 in dense quiescent clouds could be a sign that either predictions of emission line

intensities are not correct or the de-excitation of the newly formed molecules proceeds rapidly

on the grain surface itself. In this Letter, we present experimental evidence that interstellar

molecular hydrogen is formed and then rapidly de-excited on the surface of porous water ice

mantles. In addition, although we detect ro-vibrationally excited nascent molecules desorbing

from a bare non-porous (compact) water ice film, we demonstrate that the amount of excited

nascent hydrogen molecules is significantly reduced no matter the morphology of the water ice

substrate at 10 K (both on non-porous and on porous water ice) in a regime of high molecular

coverage as is the case in dark molecular clouds.

Key words: methods: laboratory – ISM: clouds – dust, extinction – ISM: molecules.

1 IN T RO D U C T I O N

The formation of molecular hydrogen (H2) in the interstellar

medium (ISM) is considered one of the most important chemi-

cal reactions occurring in space. H2 is ubiquitous, it is by far the

most abundant molecular species in the Universe and is a major

contributor to the cooling of astrophysical media. In addition, this

simple molecule is also responsible for initiating the interstellar

chemistry leading to the large and various inventory of molecules

that have been observed so far (Dalgarno 2000).

Since gas phase routes for the conversion of hydrogen atoms to

molecules are too inefficient to account for the high abundances

that are observed, it has been long assumed (Gould & Salpeter

1963), and now confirmed by many laboratory experiments (e.g.

Vidali et al. 2006, and references therein), that molecular hydrogen

is formed efficiently in surface reactions on cosmic dust grains.

The two main mechanisms invoked for surface catalysis are: the

Langmuir–Hinshelwood (L–H) mechanism, in which H2 forms in a

H-atom diffusion process, and the Eley–Rideal (E–R) mechanism,

or ‘prompt’ mechanism, in which an impinging H-atom reacts di-

rectly with an adsorbed H-atom (Duley 1996).

Of major concern for this work, is the 4.48 eV released upon for-

mation of the H2 molecule on grain surfaces and how the binding

⋆E-mail: econgiu@u-cergy.fr

†Present address: Leiden Observatory, Niels Bohrweg 2, NL-2333 CA

Leiden, the Netherlands.

energy is distributed between the reaction site and the translational

and internal energy in the molecule. Several theoretical and ex-

perimental works have been carried out on this subject. To cite

just a few examples, the formation of H2 via the E–R process on

graphite surfaces at 10 K was studied with purely quantum me-

chanical calculations (Farebrother et al. 2000; Meijer et al. 2001;

Morisset et al. 2004a), semiclassical quantum molecular dynamics

(Rutigliano 2001) and classical and quasi-classical trajectory calcu-

lations (Parneix & Brechignac 1998). These studies generally find

the product H2 in significantly excited v–J states. Quantum dy-

namics of the L–H mechanism on graphite was studied by Morisset

et al. (2004b, 2005). They predict even greater vibrational energy

of the nascent molecule. A very recent computational study by

Goumans et al. (2009) on an olivine surface seems to suggest, how-

ever, that nascent H2 formed from chemisorbed H-atoms is consider-

ably less ro-vibrationally excited than when it is formed on graphite.

As to the case of interest here, hydrogen formation on water ice,

Takahashi, Masuda & Nagaoka (1999) made a detailed calculation

of H2 formation on amorphous ice using a classical description in a

molecular dynamics formulation. They found most of the recombi-

nation energy distributed in vibration (70–80 per cent) of the product

H2 while only 5 per cent of the H–H bond energy was deposited in

the ice substrate.

Experiments performed on non-porous surfaces show that molec-

ular hydrogen is formed in a ro-vibrational excited state both on

graphite (Latimer, Islam & Price 2008) and on amorphous solid

water (ASW) ice (Amiaud et al. 2007). As for the formation of H2

on porous substrates, Roser et al. (2003) and Hornekær et al. (2003)

C© 2009 The Authors. Journal compilation C© 2009 RAS
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ABSTRACT

Aims. The mobility of H atoms on the surface of interstellar dust grains at low temperature is still a matter of debate. In dense clouds,
the hydrogenation of adsorbed species (i.e., CO), as well as the subsequent deuteration of the accreted molecules depend on the
mobility of H atoms on water ice. Astrochemical models widely assume that H atoms are mobile on the surface of dust grains even if
controversy still exists. We present here direct experimental evidence of the mobility of H atoms on porous water ice surfaces at 10 K.
Methods. In a UHV chamber, O2 is deposited on a porous amorphous water ice substrate. Then D atoms are deposited onto the surface
held at 10 K. Temperature-Programmed Desorption (TPD) is used and desorptions of O2 and D2 are simultaneously monitored.
Results. We find that the amount of O2 that desorbs during the TPD diminishes if we increase the deposition time of D atoms. O2 is
thus destroyed by D atoms even though these molecules have previously diffused inside the pores of thick water ice. Our results can be
easily interpreted if D is mobile at 10 K on the water ice surface. A simple rate equation model fits our experimental data and best fit
curves were obtained for a D atom diffusion barrier of 22 ± 2 meV. Therefore hydrogenation can take place efficiently on interstellar
dust grains. These experimental results are consistent with most calculations and validate the hypothesis used in several models.

Key words. astrochemistry – ISM: atoms – dust, extinction – methods: laboratory

1. Introduction

Among the numerous molecules detected in different astrophys-
ical environments, a large fraction is composed of hydrogenated
species (Chang et al. 2007, and references therein). It has been
established that dust grains play a major role in the hydrogena-
tion of compounds (Herbst & Klemperer 1973; Smith et al.
2006). In the dense interstellar medium where most of the hy-
drogenated species have been detected (especially during the star
formation stage, Tegmark et al. 1997; Cazaux & Tielens 2004;
Cazaux & Spaans 2004), grains are covered in a molecular man-
tle mainly composed of water ice. In all the theoretical chemical
models that describe the hydrogenation of compounds on grains
(Tielens & Hagen 1982; Cuppen & Herbst 2007), mobility of hy-
drogen is hypothesised, though some calculations on amorphous
water surfaces (Smoluchowski 1981) and modelling of exper-
imental data (Perets et al. 2005) rule out such a mobility. On
the other hand, other calculations (Buch & Zhang 1991; Masuda
et al. 1998) and interpretations of experimental data (Hornekær
et al. 2003) validate the hypothesis that H is mobile at 10 K, a
temperature supposed to be close to that of dust grains in inter-
stellar dense clouds where hydrogenation takes place. We have
already demonstrated that D atoms are mobile at 10 K (in our ex-
periment time scale) on non-porous amorphous solid water (np-
ASW) ices (Amiaud et al. 2007), but the porosity and the rough-
ness of the water ice films grown at low temperatures (10 K) may
considerably lower the D atom mobility.

Yet the debate upon the mobility of hydrogen atoms is not
closed, and much controversy exists regarding the interpreta-
tion of experiments (Vidali et al. 2006; Dulieu 2006). If one

�
Present address: LCAM, Université Paris-Sud, Orsay, France.

considers only the latest estimated value of 51 meV (Perets et al.
2005) for the diffusion energy barrier of H on porous amorphous
solid water (p-ASW) ice, the hopping time between two adja-
cent adsorption sites is about 10 million years at 10 K. In such
a context, no hydrogenation chemistry can occur on icy mantles
of dust grains on a reasonable time scale. Hence, observational
evidence of hydrogenated and deuterated species is a good ar-
gument for an experimental investigation of the mobility of H-
atoms.

The aim of this paper is to provide new experimental evi-
dence that directly addresses – without the prism of a sophis-
ticated model – the question of hydrogen mobility on p-ASW
ice at 10 K. By using O2 as a tracer of D mobility we present
a set of experiments that are straightforward to interpret if D is
mobile on the surface of porous amorphous water ice, as is ex-
pected from almost all calculations and included in several astro-
chemical models. In Sect. 2 we briefly describe the experimental
set-up and procedures. In Sect. 3 we present our experimental
results and explain them assuming that D is mobile on p-ASW
ice at 10 K. In Sect. 4, we describe a simple rate equation model
that we used to fit our experimental results. In Sect. 5 we discuss
other interpretations before concluding.

2. Experimental section

The FORmation of MOLecules in the InterStellar Medium
(FORMOLISM) experimental set-up has been developed with
the purpose of studying the reaction and interaction of atoms and
molecules on surfaces simulating dust grains under interstellar
conditions (the relevance of substrate, low density, and very low
temperatures ∼10 K). FORMOLISM is composed of an ultra-
high vacuum chamber with a base pressure of ∼10−10 mbar, a

Article published by EDP Sciences
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Measurement of the Adsorption Energy Difference between Ortho- and Para-D2

on an Amorphous Ice Surface
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Molecular hydrogen interaction on water ice surfaces is a major process taking place in interstellar

dense clouds. By coupling laser detection and classical thermal desorption spectroscopy, it is possible to

study the effect of rotation of D2 on adsorption on amorphous solid water ice surfaces. The desorption

profiles of ortho- and para-D2 are different. This difference is due to a shift in the adsorption energy

distribution of the two lowest rotational states. Molecules in J00 � 1 rotational state are on average more

strongly bound to the ice surface than those in J00 � 0 rotational state. This energy difference is estimated

to be 1:4� 0:3 meV. This value is in agreement with previous calculation and interpretation. The

nonspherical wave function J00 � 1 has an interaction with the asymmetric part of the adsorption potential

and contributes positively in the binding energy.

DOI: 10.1103/PhysRevLett.100.056101 PACS numbers: 68.43.Mn, 68.43.Vx, 98.38.Bn, 98.58.Bz

Because of the nuclear spin of its atomic constituents,

two states of H2 exist in the lowest electronic state:

para-H2 with even J rotational numbers, and ortho-H2

with odd J rotational numbers. In the dark clouds of the

interstellar medium, the dust grains are covered with ice,

mainly composed of water, which is the most abundant

molecule in the solid phase [1]. In these environments,

molecular hydrogen is the most abundant species. The

interaction between molecular hydrogen and a water ice

surface is therefore a major process [2–5] in these dense

interstellar regions. The ortho- to para- (o=p) ratio of the

hydrogen molecules has great consequences on the subse-

quent chemistry, particularly on the deuteration of species

[6]. The o=p conversion on interstellar grains has been

discussed in the context of photodissociation regions [7].

The adsorption energy of the molecules, and therefore of

the ortho- and para- states, can play an important role in the

coverage of the interstellar dust grains [8].

The difference in adsorption energy on some cold sur-

faces (TiO2 . . . ) of ortho- and para-H2 states has been

known for a long time ([9] and references within). This

is the basis for experimental procedures that allow separat-

ing ortho-H2 from normal H2. In the case of a water

surface, infrared spectroscopy has demonstrated the ad-

sorption of ortho-H2 in preference to para-H2, by observing

change in the spectra in time [10]. Computations have been

carried out to explain this behavior using H2 water ice

cluster interactions [11]. The calculated average difference

in the adsorption energy is found to be �30 K

(�2:6 meV). These authors [11] explain this energy dif-

ference from a physical point of view as follows: the wave

function of para-H2 (J � 0) is approximately spherically

symmetric, while the wave function of ortho-H2 (J � 1) is

similar to the nonspherical hydrogen atom’s p function.

Therefore para-H2, does not ’’feel‘‘ the anisotropic part of

the potential, while ortho-H2, has extra binding energy

with respect to para-H2 due to the anisotropic part. Even

if in the astrophysical context H2 is much more relevant

than D2, this experimental study deals with D2 only, which

has been chosen to avoid complications due to the presence

on H2 as a main pollutant of UHV chambers. In the case of

deuterium, the ortho-D2 has even J rotational numbers,

whereas para-D2 has odd ones. At 300 K, the normal D2

o=p ratio is statistically equal to 2=1. To our knowledge,

there is no experimental measurement of such difference in

the adsorption energies for molecular hydrogen adsorbed

on water ice surfaces despite its high importance for astro-

physics. In this Letter we present a new technique coupled

to an original analysis in order to measure directly the

difference in adsorption energies of the two lowest states

of D2. In the first part we present briefly the experimental

setup and the technique used (thermal desorption spectros-

copy of selected quantum state TDS-SQS). In order to

explain the method that will be used to analyze the TDS-

SQS profiles, the second part shows the change of the

classical TDS profiles when two hydrogen isotopes are

present on the surface. We briefly recall the model that

has been used to describe this isotopic segregation, based

only on an energy shift between two populations. The last

part presents the experimental D2 desorption study from

amorphous solid water (ASW) ice surface of the J � 0, 1,

2 rotational states and the analysis that concludes to an

average adsorption energy difference between para- and

ortho- states of 1:4� 0:3 meV.

Our experiments were performed using the FORMOLISM

setup. The precise experimental procedures and more de-

tails are described in [12]. The setup contains a main UHV

chamber. A copper sample thermally controlled between 8

and 800 K, with 0.2 K precision and 1 K absolute accuracy,

is covered with the ASW ice sample. The sample is com-

posed of 250 layers of nonporous ASW deposited at 120 K

[13] in order to isolate subsequent depositions from the
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Gas temperature dependent sticking of H2

on cold amorphous water ice surfaces of interstellar interest

E. Matar,∗ F. Dulieu, H. Chaabouni, and J. L. Lemaire
Université de Cergy-Pontoise & Observatoire de Paris,

LERMA/LAMAp, UMR 8112 du CNRS, 95000 Cergy-Pontoise, France

H. Bergeron
Université Paris-Sud, LCAM,

UMR 8625 du CNRS, 91405 Orsay, France

(Dated: June 24, 2009)

The sticking of molecular hydrogen has been extensively studied theoretically over the years
but few experimental works have been carried out. In dense molecular clouds, the presence of
molecular hydrogen is of fundamental importance to the evolution of these cosmological objects,
since it is a major cooling agent as well as an initiator of the interstellar chemistry leading to the
formation of other more complex molecules. In this paper we present experimental data on the
dependence of the sticking of molecular hydrogen and deuterium on the gas temperature onto non-
porous amorphous solid water (ASW) ice surfaces of interstellar interest. A statistical model was
developed by one of us [H.Bergeron] to fit at the same time our experimental results on H2 and
D2 and the theoretical ones of V. Buch et al. on atomic hydrogen and deuterium [V. Buch and Q.
Zhang The Astrophysical Journal, 379, 647-652, (1991)]. This model highlights a mass-dependence
relation between the sticking coefficients of H and D on one hand, and H2 and D2 on the other
hand, under a renormalization-dilation transform. The best fit curves of our sticking coefficients
of H2 and D2 were obtained with a decaying function: S(T ) = S0(1 + 2T/T0)/(1 + T/T0)

2 where
S0 = 0.75 and T0 = 70 K in the case of H2, S0 = 0.82 and T0 = 140 K in that of D2.

PACS numbers:

In final stage of preparation.
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Appendix B

Resumé français

Parmi les différentes structures de l’univers, existe ce qu’on appelle le
milieu interstellaire (MIS). Ce sont les endroits baignés par les gaz et les
poussières provenant de l’éjection des couches externes d’étoiles en fin de
vie et l’explosion d’autres. Ce mélange de gaz et de poussière co-existe et
interagit pour conduire à la formation d’une nouvelle génération d’étoiles et
de systèmes solaires comme le notre.

Les grains de poussière sont de petits corps riches en carbone (grains
carbonés et PAH), ou oxygène, silicium, fer et magnésium (grains silicatés)
comme les grains de sable. Ils ont des tailles variées qui peuvent atteindre
quelques µm en diamètre. Dans les endroits les plus froids et sombres du MIS,
ces grains sont couverts d’une couche de glace dont l’eau est le constituant
majeur, suivi par CO, CO2, CH3OH ...

Le gaz interstellaire est constitué de nombreuses espèces, atomiques et
moléculaires, parmi lesquelles l’hydrogène est de loin le plus abondant et le
plus important. C’est la molécule la plus simple et le constituant principal
de trois des quatre molécules les plus essentielles à l’apparition de la vie,
l’eau (H2O), le méthane (CH4), l’ammoniaque (NH3) et le monoxyde de
carbone (CO). L’hydrogène est principalement sous sa forme atomique dans
les milieux diffus et majoritairement moléculaire dans les milieux froids et
denses (nuages sombres et coeurs denses).

La physico-chimie du MIS qui mène à la formation de nouvelles molécules,
même les plus complexes, peut être divisée en deux classes de réactions: celles
qui ont lieu en phase gazeuse et celles qui se produisent sur la surface des
grains de poussière interstellaire.

Dans les conditions extrêmes qui dominent le MIS (très basses tempéra-
ture et densité, très faible flux), la chimie en phase gazeuse n’est efficace que
pour la formation d’un petit nombre de molécules. La majorité des molécules
interstellaires détectées jusqu’aujourd’hui, dont l’hydrogène moléculaire,
se sont formées à la surface des grains de poussière. Ces derniers jouent
le rôle de catalyseur qui aide à évacuer l’excès d’énérgie dégagée lors de
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154 Resumé français

la formation de la molécule. 0 Pour comprendre la réaction de formation
de l’hydrogène moléculaire sur les grains de poussière interstellaire, il est
nécessaire de bien comprendre l’ensemble des processus physico-chimiques
qui conduisent à cette formation.

Ce travail de thèse est une contribution expérimentale à l’étude de
l’interaction et de la formation de l’hydrogène moléculaire sur les surfaces
de glace d’eau amorphe qui couvrent les grains de poussière dans les nuages
denses et sombres du MIS. Dans ce but, en réunissant techniques ultravides,
systèmes cryogéniques, jets atomiques et moléculaires et spectrométrie
de masse, plusieurs expériences ont été faites en utilisant le dispositif
expérimental FORMOLISM (FORmation of MOLecules in the InterStellar
Medium). Des modélisations théoriques sont également nécessaires pour
interpréter les résultats expérimentaux.

Dans ce travail le collage de H2 et de D2 est étudié en détail et la
dépendance du coefficient de collage avec la température et avec la masse du
gaz est mesurée et modélisée. Dans les conditions des nuages moléculaires
denses (grains couverts de glace et Tgrain=Tgaz=10 K), on trouve que le
collage de H2 est de 74% et celui de D2 de 82%. Une expérience pour
mesurer indirectement le coefficient du collage des atomes est décrite et des
résultats préliminaires sont présentés.

D’autres expériences mettent en évidence la mobilité des atomes
d’hydrogène sur la glace amorphe poreuse à 10 K. Cette mobilité a été
longuement sujette à caution et n’a jamais été prouvée expérimentalement
jusqu’à aujourd’hui. La barrière de diffusion des atomes H est calculée et
trouvée égale à 22±2 meV. Ce résultat concorde avec les calculs théoriques
de plusieurs équipes. Cette valeur de barrière de diffusion se traduit par un
temps de diffusion d’un site d’adsorption à un site voisin égal à 12 ms.

Un dernier ensemble d’expériences est fait dans le but d’étudier la for-
mation et la désexcitation de H2 sur les glaces d’eau amorphe poreuse et
non-poreuse dans les conditions des nuages sombres du MIS. Ces expéri-
ences révèlent que plus que 90% de l’énérgie dégagée lors de la formation de
H2 est transmise à la surface. Cette transmission peut être expliquée par
deux phénomènes: (1) la saturation de la surface de glace par les molécules
d’hydrogène déjà adsorbées et (2) la porosité de la glace qui aide à retenir
plus longtemps les molécules récemment formées. Ces expériences montrent
que moins de 10% des molécules sont directement libérées en phase gazeuse
dans des états rovibrationnels excités que la glace soit poreuse ou non.

Ce dernier résultat peut expliquer pourquoi les tentatives faites par
plusieurs équipes d’astronomes pour observer l’hydrogène moléculaire excité
dans les nuages sombres n’ont pas été fructueuses.
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Abstract

The interstellar medium (ISM) is the place surrounding the stars. It is constituted
of gas and dust coming from the ejecta of some stars and the explosion of some others.

Interstellar dust grains can be carbonaceous or composed of silicates, iron and
magnesium. Over 120 molecular and atomic species are detected so far in the ISM.
Molecular hydrogen is the most abundant and by far the most important since it
is found in three of four molecules essential for life: water (H2O), methane (CH4),
ammonia (NH3) and carbon monoxide (CO).

The physical-chemistry that leads to the formation of molecules and of stars
afterwards can be divided in two: the gas phase chemistry and the gas-surface
chemistry. In the extreme conditions (very low both temperature and gas density)
that exist in some places of the ISM, gas phase reactions are highly inefficient,
especially for the formation of molecular hydrogen whose abundance can only be ex-
plained by its formation occurring on the surface of dust grains. These grains play the
role of catalysts and help evacuating the excess energy released by the molecules formed.

This thesis is mainly an experimental contribution to the study of the interaction
and formation of molecular hydrogen on water ice surfaces mimicking the ice mantles
that cover dust grains in the dark clouds of the ISM. For this purpose, combining
ultra-high vacuum techniques, cryogenic systems, atomic and molecular beams, mass
spectrometry as well as theoretical modelling, several experiments is conducted using
the FORMOLISM (FORmation of MOLecules in the InterStellar Medium) experimental
set-up.

In this thesis work, the sticking of molecular hydrogen and deuterium is studied in
detail and the sticking coefficient is found to be highly dependent on the gas temperature
and mass. In dark clouds, where grains are covered with ice and Tgrain=Tgas=10 K, the
sticking of H2 is found to be 74% and that of D2 82%.

Other experiments highlight the mobility of hydrogen atoms on porous water ice at
10 K. This mobility has been questioned for a long time and has never been really proved
experimentally. The diffusion barrier of the atoms is found to be equal to 22±2 meV, in
agreement with several theoretical calculations. This value is equivalent to a diffusion
time of 12 ms from one adsorption site to a neighbour site.

A final set of experiments have been conducted in order to study the formation
and de-excitation of nascent hydrogen molecules on porous and non-porous amorphous
water ice in the conditions of quiescent dark clouds. These experiments have shown
that more than 90% of the formation energy is deposited into the ice in the porous
case. This energy transfer can be explained by two phenomena: (1) the saturation
coverage of the ice surface by H2, and (2) the porosity of the ice that recaptures the
nascent molecule helping it to relax. These experiments show that less than 10% of
the newly formed molecules are released in the gas phase in an excited ro-vibrational
states both in the porous and the non-porous ice cases. These results may explain why
the observations of several teams trying to detect excited molecular hydrogen in dark
quiescent clouds were unsuccessful.

(For the french abstract please refer to Appendix B)
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